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Summary 

The goal of the "Comprehensive Aerological Reference Data Set" (CARDS) project 

is to produce an upper-air data set based on radiosonde and pibal observations, 

suitable for evaluating climate models and detecting global change. The CARDS 

project is a joint project of the National Climatic Data Center (NCDC) of the United 

States of America and the All-Union Research Institute of HydruMeteorological 

Information (AURIHMI), Russia. 17-e CARDS data set has also been identified as a 

WMO baseline climate data set. 

The presence of errors in meteorological data must be taken into account before the 

data are used. Detecting and removing errors is especially important in any climate 

change analysis, since the noise (errors) in the observation network and 

meteorological observations may be larger than the signal (eg temperature change by 

decade) being investigated. 

The three main types of errors in radiosonde data are random observational errors, 

systematic observational errors, and gross (rough) errors. Observation errors are due 

to inaccuracies in the measurement of atmospheric variables such as temperature, 

relative humidity, and pressure. The number and statistical structure of observation 

errors are determined by the quality of the observations. It is not possible to remove 

observation errors. But observation errors generally have constant statistical 

properties and one can take these errors into account by studying their structure. 

It is important to differentiate between random and systematic observation errors 

(Hawson 1970, Hooper 1975). Random and systematic errors are differentiated by 

their mean value, which is zero for random errors and nonzero for systematic errors. 

The presence of systematic errors is generally attributed to inadequate or erroneous 

actions in taking the radiosonde observation, to a change in the instrumentation, or to 

a change in the data processing procedure. These actions contribute to systematic 

errors (not necessarily constant in time and space) in the observational data. The 

detection and removal of these errors is a complicated, but necessary, step in the 

analysis of climate change. 



Gross (or rough) errors are caused by mistakes or malfunctions at any stage of data 

processing. Ex~rience suggests that from 5 to 20 percent of upper-air observations 

contain gross errors (Gandin (1988) and Alduchov (1982)). The percentage depends 

on the part of the world and t!!e time peric-3. The composition, magnitude, and 

occurrence of particular types of gross errors varies wit+ each dataset. Gross errors 

can significantly distort the results of any data analysis. Thus, a quality control (QC) 

procedure is a necessary step in meteorological data processing. The QC procedure's 

main task is to identify and remove gross errors from the data and it clearly must 

precede any data analysis. 

Systematic errors in time series can be detected by the use of accmte station 

histories, mathematical-physical models, andlor statistical techniques. 

A QC procedure can be logically defined as follows. The variable being controlled 

is assigned to one of several classes (subsets) into which the set of observations is 

divided. Usually the data are divided into two classes: a class of correct values, and 
%.. 

a class of erroneous values. Errors in the quality control procedure (QCE) occur .- 
when the controlled value is assigned to the wrong class. There are two different 

types of QCEs: a QCE of the 1st type occurs when an erroneous value is assigned to 

the class of correct values. In a QCE of the 2nd type, a correct value is assigned to 

the class of erroneous values. It is clear that the occurrenc; of these errors is highly 

undesirable, since they may distort any data analysis. 

It is not difficult to develop a QC procedure which can minimize the quality contrcl 

errors of either type. One can apply, for example, a check for physical limits withil. 

sufficiently large bounds or gates. This will minimize errors of the 2nd type. The 

large bounds will guarantee that not a single correct value is taken as erroneous. 

However, many erroneous values would be taken as correct. To minimize quality 

control errors of the !st type it is possible to use the same procedure with very 

narrow bounds. All erro-?ems values would be removed, but many correct values 

would be misclassified as erroneous. 

The main problem in developing a reliable QC procedure is developing methods 

which will minimize both types of quality control procedure errors. Experience 



suggests that a simple, single-criterion QC procedure cannot minimize the QCE's with 

the current level of upper-air data redundancy. Thus, more complex methods have to 

be developed to quality control data from the atmosphere. 

The idea of a complex (multicomponent) quality control (CQC) of meteorological 

data was proposed by L. S. Gandin (1969) and developed under his guidaiice in other 

studies: Parfiniewicz (1976), Antsipovich (1980), and Alduchov (1983). This was a 
- - new and imaginative approach to solving the problem of meteorological data quality 

control. Gandin introduced the idea to combine simple quality control methods (CQC 

components) through a decision making algorithm (DMA) whose working logic would 

be similar to that of a human being. This integrated system results in increased 

sensitivity to errors, improved determination of errors, and superior decision making. 

The CQC minimizes the 

number of quality control errors (QCE) of both types without degrading the positive 
%. 

features of each CQC component. 
v. There is little difference between the use of control procedures within the CQC 

framework and the individual use of each quality control procedurz. A criterion, 

which serves as the bas~s of a control procedure, is used to check the data. Wher! a 

suspected value is found, the DMA weighs the analysis of each CQC component, and 

makes a decision whether the value is correct or erroneous based on a joint analysis 

of all CQC components. Such a procedure permits the use  of significantly smaller 

bounds. 

There are a great variety of errors, and each CQC component has different 

sensitivities to these errors. Therefore, the most complicated and important task in 

the construction of the Complex Quality Control (CQC) is the development of the 

DMA. Given the error analysis of each individual CQC component, the DMA must 

weigh the data in each case and make a decision. 

The choice of quality control components to use in the CQC system is of great 

importance. For upper-air data, it  is useful to check observations for mutual 

consistency with bracketing soundings (temporal consistency), with adjacent heights 

(vertical consistency), and with the data of neighboring stations (horizontal 



consistency). Hence, these types of checks must be components of a CQC for upper- 

air data. In the context of climate change analysis, the horizontal check is of 

particular importance since this check will reveal systematic observation errors at 

individual upper-air stations. 

Temporal, vertical, and horizontal checking are usually based on the interpolation 

of observational data to the station being checked. A comparison is made between the 

results of the interpolation and the observed values. The data interpolation method 

plays a significant role in the quality control of upper-air data. There are many 

mathematical methods used in the interpolation of data. Iiowever, optimal ' 

interpolation of upper-air data is the preferred method for use in quality control 

procedures (Gandin, 1963). Optimal interpolation allows not only the accurate 

interpolation of the data, but gives an estimate of the accuracy of the interpolation at 

each observation point. Error estimates are used in the quality control procedures. 

Another advantage of optimal interpolation is that statistics of controlled values (first 

and second moments) over a field, which are needed for optimal interpolation, are 
v 

already known from historical data. Therefore, the QC procedures can take into 

account the historical behavior of the variables being controlled. The more detailed 

and reliable the statistics used in the interpolation, the more likely is the local 

behavior of the variable to be controlled correctly. 

It is very important during the quality control of upper-air data to make sure a 

sounding is internally consistent. The main criterion of consistency for geopotential 

height, temperature, and pressure is the requirement that the hydrostatic equation be 

satisfied. The hydrostatic equation is the basis for one of the most effective QC 

methods for upper-air data. 

Tests for internal consistency of geopotential heights, temperatures, and winds are 

provided by checking the data against the geostrophic and thermal wind equations. 

These tests use optimal differentiation of the geopotential and temperature fields 

(Gandin and Kagan, 1976). 

The ability of quality control to detect and to locate errors in the data depends on 

the skill to create an accurate prediction of the value in question, and the skill to use 



several independent predictions of the value. The more accurately one can calculate 

(predict) the value in question, the smaller the errors that can be detected. I f  there is 

only a single predicted value of an obser\.ation, one cannot be sure which is 

erroneous: the observatio:;, the prediction, or perhaps both. As a rule, to calculate a 

predicted value for an observation, observations which are questionable must be used. 

Therefore, it is necessary to have several independent predictions of each observation 

to accurately locate erroneous observations. 

To quality control the CARDS' upper-air data, a complex qd i ty  control (CQC) 

method has been developed which allows us to check geopotential height, 
I 

temperature, wind speed and direction, and humidity at mandatory and significant 

levels. The following tests are part of the CQC: 

- a comparison of observational data at mandatory levels to horizontal optimal 

interpolation of data from different stations; 

- a comparison of observational data at mandatory levels to vertically interpolated 

data; <- 

- a check of consistency of mandatory and significant levels for each profile; 

- a check that geopotential height and temperature satisfy the hydrostatic equation at 

mandatory levels; 

- a comparison of geostrophic winds and real winds at mandatory levels; 

- a comparison of the thermal wind to the real wind at mandatory levels. 



I. Main principles of upper-air data quality control 

1. Errors in upper-air data. 

Before upper-air data are used, errors in meteorological data must be accounted 

for. Removing and detecting errors is especially important in any climate change 

analysis, since the noise (errors in the meteorological observations) may be larger 

than the quantity (e.g., temperature change by decade) being investigated. 

The three main types of errors in radiosonde data are random observational errors, 

systematic observational errors, and gross (rough) errors. Observational errors are 

due to inaccuracies in the measurement of atmospheric variables such as temperature, 

relative humidity, and pressure. The number and statistical structure of observational 

errors are determined by the quality of the observations. It is not possible to remove 

random observational errors. Random observation errors have relatively constant 

statistical properties and one can take these errors into account by studying their 

structure. 

It is important to differentiate between random and systematic observational errors 

(Hawson 1970, Hooper 1975). Random and systematic errors are differentiated by 

their mean value, which is zero for random errors and nonzero for systematic errors. 

The presence of systematic errors is generally attributed to inadequate or erroneous 

actions in taking the radiosonde observation, to a change in the instrumentation, or a 

change in the data processing procedure. These actions cause the emergence of 

systematic errors (not necessarily constant in time and space) in the observational 

data. The detection and removal of systematic errors is a complicated, but necessary, 

step in the analysis of climate change. 

Gross (or rough) errors are caused by mistakes or malfunctions at any stage of data 

processing. Experience suggest that from 5 to 20 percent of upper-air observations 

contain gross errors (Gandin (1988) and Alduchov (1982)). The percentage depends 

on the part of the world and the time period. The composition, magnitude, and 

occurrence of particular types of gross errors varies with each dataset. Gross errors 



can significantly distort the results of any data analysis. Thus a quality control (QC) 

procedure is a necessary step in meteorological data processing. The QC procedure's 

main task is to identify and remove gross errors from the data and it clearly must 

precede any analysis. 

2. Methods of quality control checks. 

A QC procedure can be logically defined as follows. The variable being checked is 

assigned to one of several classes (subsets) into which the set of observations is 

divided. Usually the data are divided into two'classes: a class of correct values and a 

class of erroneous values. Errors in the quality control p d u r e  (QCE) occur when 

the value is assigned to the wrong class. There are two different types of QCEs: a 

QCE of the first type occurs when an erroneous value is assigned to the class of 

correct values. In a QCE of the second type, a correct value is assigned to the class 

of erroneous values. It is clear that the occurrence of these errors is highly 
C 

undesirable, since they may distort any data analysis. 

It is not difficult to develop a QC procedure which can minimize the quality control 

errors of either type. One can apply, for example, a check for physical limits within 

sufficiently large bounds or gates. This will minimize errors of the second type. The 

large bounds will guarantee that not a single correct value is taken as erroneous. 

However, many erroneous values would be taken as correct. To minimize quality 

control errors of the first type, it is possible to use the same procedure with very 

narrow bounds. All erroneous values would be removed, but many correct values 

would be misclassified as erroneous. 

The main problem in developing a reliable QC procedure is developing methods 

which will minimize both types of quality control procedure errors. Experience 

suggests that a simple single criterion QC procedure can not minimizc t!~e QCEs with 

&he current level of upper-air data redundancy. Thus, more complex methods have to 

be developed to quality control data from the atmosphere. 

QC methods for upper-air data are based on some redundancy in the data. 



Redundancy in the data is given by natural laws which define the space-time 

distribution of upper-air variables. The presence of statistical, dynamic, and 

thermodynamic laws leads to the development of spacial and time correlations for 

each thermodynamic variable and relationships between these variables. The more 

relationships that can be developed, the better the data can be quality controlled. 

The simplest and most widely used method of quality coneml check of upper-air 

data is a check of allowable values. This method is based on c1imato:ogical 

information. For example, a temper.\ture dataset can be tested bared on our 

kr~owledge that temperature can range from -80 to 50 "C in the lower atmosphere. 

But this type of QC can detect only the largest gross errors. A natural extension to 4 

this QC method is to extend the check to different heights in the atmosphere, seasons 

of the year, and different locations. 

The next step in complexity is to use knowledge of the statistics of each variable to 

develop quality control checks. The observed value is comparedpared.to the mean and the 

standard deviation. This type of QC will have large error bounds and therefore is 
27 

usually used as a rudimentary check. It is often used as the first check in a quality 

control program. 

More advanced QC methods that have a narrow "gate" for gross errors are based 

on the continuity of upper-air variables, e.g. neighboring values should be "close" to 

the value being tested or they are based on relationships such as the hydrostatic 

equation. Advanced QC methods include horizontal, vertical and temporal checks of 

the data. In these advanced methods, the value of the observation is estimated by 

interpolating from adjacent levels (vertical check), from neighboring upper-air stations 

(horizor,*ai check), or from consecutive soundings (temporal check). The interpolated 

kalue, fi, is compared to the observed value, f,. If the absolute value of the 

difference bf, called the "actual" residual and defined in ( I ) ,  is small 

then the observed value is considered to be correct. If bf is large, we assume that the 

observed value, f,, is erroneous. To use this test, a criterion must be developed to 



establish acceptable levels of bf. 

The data interpolation method plays a significant role in the quality control of 

upper-air data. Optimal interpolation of upper-air data is the preferred method to use 

in quality control procedures (Gandin, 1963). Optimal interpolation produces not 

only an accurate interpolation of the data (the best in a root-mean-square (rms) sense 

for normally distributed variables), but gives an estimate of the accuracy of the 

interpolation at each observation point. These error estimates are used in the quality 

control procedures to define an acceptable level of differences, bf, between the 

interpolated and observed values. Optimal interpolation has another important 

advantage compared to other interpolation methods. The advantage of optimal 

interpolation is that the statistics (first and second moments) of each variable, which 

are needed for optimal interpolation, are already known from historical data. 

Therefore, the QC procedures can take into account the historical behavior of the 

variables being checked. The more detailed and reliable the statistics used in the 

interpolation, the more likely is the local "behavior' of the variable to be treated 
<- 

correctly. 

There are many other methods used to interpolate and extrapolate data, for 

example, spline interpolation, polynomial interpolation, etc. However, interpolations 

with these methods can give poor results, because they are usually based on some 

artificial rules of data distribution which are not true for all atmospheric states. 

Whereas optimal interpolation, which uses our knowledge of the atmosphere, very 

seldom produces inaccurate interpolations of the data. 

Using incomplete or an incorrect statistical structure of the atmosphere will limit 

optimal interpolation's accuracy. Optimal interpolation methods do not react to all 

possible types of errors and tend to spread the distribution of the actual residuals, 

because the actual residuals may be large due to some erroneous data being used in 

the interpolation. Increasing the spread of the actual residuals makes it more difficult 

to decide if the value is erroneous or correct. 

A very important group of QC methods for upper-air data uses the laws of 

atmosphere physics to test one or more upper-air observations. For example, one of 



most effective QC methods for geopotential height and tempemre is based on the 

hydrostatic equation. To check wind data, QC methods based on comparing the real 

wind with the geostrophic or thermal wind can be used. 

Each QC method mentioned above is based upon using only a single correlation or 

equation. Each method reacts to only certain error types, or it has a low sensitivity to 

gross errors, or does not accurately locate erroneous values. Therefore, upper-air 

data processing centers use different QC methods sequentially at different stages of 
l i  . the &ta processing. 

3. Complex quality control check of upper-air data. 

The concept of a complex (multicomponent) quality control (CQC) check of 

meteorological data was proposed by Gandin (1969) and developed under his guidance 

in other studies: Parfiniewicz (1976), Antsipovich (1980), and Alduchov (1983). This 

was a new and imaginative approach to solving the problem of meteorological data 

quality control check. Gandin introduced the idea to combine, through a decision 

making algorithm @MA), simple quality control methods (CQC components) into a 

complex system, whose working logic would be similar to those of a human. This 

integrated system results in increased sensitivity to errors, improved determination of 

errors, and superior decision making. The CQC minimizes the number of quality 

control errors (QCE) of both types without degrading the positive features of each 

CQC component. 

There is little difference between the use of procedures within the CQC framework 

and individual use of each quality control procedure. A criterion, which serves as the 

basis of a quality control procedure, is used to check the data. When a suspicious 

value is found, the DMA weighs the analysis of each CQC component and makes a 

decision whether the value is correct or erroneous based on a joint analysis of all 

CQC components. Such a procedure permits the use of significantly smaller bounds 

for each CQC component. 

There is a great variety of gross errors and each CQC component has different 



sensitivities to these errors. Therefore, the most complicated and important task in 

the construction of the Complex Quality Control check (CQC) is the development of 

the DMA. From the error analysis of each individual CQC component, the DMA 

must weigh the data in each case and make a decision. 

Upper-air data can be organized into time series or synoptic sort. The organization 

of the data must be considered as CQC development requires choosing the appropriate 

CQC components. Upper-air data in synoptic sort is for one hour and usually the 

whole world. 'with data in synoptic sort, it is possible to use various horizontal 

checking techniques and it is nearly impossible to use temporal methods. With time 

series the inverse problem occurs, it i3 possible to apply various temporal QC 

methods and impossible to apply horizontal checks. It is possible to apply the various 

vertical checking methods to data in either synoptic or temporal sort. 

The hydrostatic equation is the most powerful relation to use in the quality control 

check of geopotential height and temperature. It may be used on data in either 

synoptic or temporal sort. 

~orizontal"inter~lation, geostrophic and thermal wind relation can be applied to 

winds in synoptic sort. Wind data in time sort can only be interpolated. 

The statistical structure of the variables in the atmosphere must be known to 

develop QC methods. The calculation of the structure is a complex and time 

consuming task. An additional difficulty in developing these QC methods is that the 

statistical structure is usually given only at mandatory levels. It should be noted that 

in the development of quality control methods, progress has been mainly due to the 

requirements of weather forecasting, which needs high quality data at mandatory 

levels. This explains why the quality control methods of data at mandatory levels 

have advanced the furthest. 

A natural step is to develop QC methods which check mandatory level data with 

significant level data. The use of this type of QC is limited by the fact that data at 

significant levels can contain errors and these data need to be quality controlled. For 

this reason, the most advanced methods of quality control check of data at mandatory 

levels are based on using data from other mandatory levels and not from significant 



levels. After the mandatory level data has been quality controlled using mandatory 

data, these data will be used to quality control the significant level data. However, 

experience shows using data from significant levels is often very helpful for the 

quality control of data at mandatory levels for complex situations such as at the 

tropopause or in the boundary layer. 

There is data redundancy in mandatory level observations which have a typical 

horizontal scale of 300-500 krn, vertical scale of 1.5-3.0 krn, and a time scale of 6-12 

hours. Using this data redundancy, the CQC is able to detect temperature errors of 5 

to 10 "C, geopotential height errors of 30-60 gpm, wind speed errors of 10-15 mls, 

and dewpoint depression errois of 10-15 "C. Since the q d i t y  controlled mandatory 

data has the above accuracy, it is not possible to produce a radiosonde profile with 

greater accuracy. The accuracy of a profile is defined by its least accurate element. 

Therefore, the accuracy of quality controlled significant level data is defined by the 

accuracy of mandatory level data. ,..To quality control data at significant levels with 

the accuracy of mandatory levels, it is sufficient to use simple methods of 
-3 

interpolation such as linear interpolation. The use of simple methods is possible 

because the interpolation distance between significant levels and mandatory levels is 

approximately half the interpolation distance between mandatory levels. 

To quality control upper-air observations in synoptic sorted files, a complex quality 

control method composed of the following components is recommended: 

- a hydrostatic check of temperature (T) and geopotential height (H) at mandatory 

levels; 

- a horizontal check of T at mandatory levels based on optimal interpolation of T 

from neighboring stations; 

- a horizontal check of H at mandatory levels based on optimal interpolation of H 

from neighboring stations; 

- a horizontal check of geopotential height at mandatory levels based on optimal 

interpolation of thickness between mandatory levels from neighboring stations; 

- a vertical check of T at mandatory levels based on optimal interpolation of T from 

adjacent mandatory levels; 



- a vertical check of H at mandatory levels based on optimal interpolation cf H from 

adjacent marldatory levels; 

- a horizontal check of wind componects at mandatory levels based on optimal 

interpolation of the wind components from neighboring stations; 

- a vertical check of wind components at mandatory levels based on optimal 

interpolation of data from adjacent levels; 

- a geostrophic check of wind components at mandatory levels based on optimal 

differentiation of H from neighboring stations; 

- a thermal wind check of wind components at mandatory levels based on optimal 

differentiation of T from neighboring stations and adjacent levels; h 

- a horizontal check of humidity, R, at mandatory levels based on optimal 

interpolation of R from neighboring stations; 

- a vertical check of humidity, R, at mandatory levels based on optimal interpolation 

of R from adjacent mandatory levels; ... 

- a vertical check of T at significant levels based on linear interpolation of T from 
<- 

adjacent mandatory levels; 

- a vertical check of H at significant levels, based on linear interpolation of H from 

adjacent mandatory levels; 

- a vertical check of wind at significant levels based on linear interpolation of wind 

from adjacent mandatory levels; 

- a vertical check of R at significant levels based on linear interpolation of R from 

neighboring mandatory levels; 

To quality control upper-air observations in station sort (time series), a complex 

quality control method based on the following components is recommended: 

- a hydrostatic check of T and H at mandatory levels; 

- a temporal check of T at mandatory levels based on optimal interpolation of T from 

consecutive observation hours; 

- a temporal check of H at mandatory levels based on optimal interpolation of H 

from consecutive observation hours; 



- a temporal check of geopotential thickness at mandatory levels based on optimal 

interpolation of thickness between mandztory levels from neighboring stations; 

- a vertical check of T at mandatory levels based on optimal interpolation of T from 

adjacent mandatory levels; 

- a vertical check of H at mandatory levels based on optimum interpolation of H 

from adjacent mandatory levels; 

- a temporal check of wind components at mandatory levels based on optimum 

interpolation of wind components from consecutive observation hours; 

- a vertical check of wind components at mandatory levels based on optimal 

interpolation of data from adjacent levels; 

- a temporal check of R at mandatory levels, based on optimal interpolation of R 

from consecutive observation hours; 

- a vertical check of R at mandatory levels based on optimal interpolation of R from 

adjacent mandatory levels; 

- a vertical check of T at significant levels based on linear interpolation of T from 
& ?  

adjacent mandatory levels; 

- a vertical check of H at significant levels based on linear interpolation of H from 

adjacent mandatory levels; 

- a vertical check of wind at significant levels based on linear interpolation of wind 

from adjacent mandatory levels; 

- a vertical check of R at significant levels based on linear interpolation of R from 

adjacent mandatory levels. 

The two proposed schemes for the Complex Quality Control check of synoptic and 

station sorted data will enable us to detect many types of gross errors in the upper-air 

data. The exclusion of any component of the CQC will degrade our ability to detect 

these errors. 

The hydrostatic quality control check, as previously noted, is a very powerful 

method for the quality control of temperature and geopotential height data. It allows 

a simultaneous check of temperature and geopotential height and the hydrostatic 



equation can be used to calculate a correct temperature and geopotential height once 

an error has been detected. However, a hydrostatic quality control check does not 

respond to certain types of errors in !he da t .  It can not locate erroneous data at the 

top or bottom of a radiosonde sounding, and i t  will not detect some combinations of 

errors. Experience shows that a hydrostatic quality control check will locate and 

correct approximately 55% of the errors in the temperature and geopotential height 

data at mandatory levels. 

A hydrostatic quality control check, together with a horizontal check for synoptic 

sorted data or a temporal check for station sorted data, remarkably improves our 

ability to detect and locate errors. A horizontal check gives the greatest improvement 

in a dense network of upper-air stations. A temporal check gives the greatest 

improvement at stations taking frequent observations. For a sparse dataset, horizontal 

and temporal checks have approximately the same skill as climatic check and they can 

detect only very large errors. Sometimes horizontal and temporal check methods are 

based on an interpolation using geopotential height rather than geopotential thickness. . - 
Changing the interpolation from geopotential height to thickness improves the 

detection of errors to such degree that horizontal and temporal checks are then almost 

as sensitive as the hydrostatic quality control check. But horizontal and temporal 

interpolation of geopotential height can detect certain errors that thickness can not 

detect, e.g. distortion of all heights by a constant value. Hence, all these methods 

should be part of a quality control procedure. 

A vertical quality control check is quite beneficial when the data are sparse in space 

or time. Due to the constant distribution of mandatory levels, the skill of a vertical 

check in detecting errors at mandatory levels depends mainly on the variable and its 

behavior (statistics). The sensitivity of a vertical control to errors in geopotential 

thickness and temperature data are close to that of the hydrostatic quality control 

check. This is t r w  even for gcapotential heights, because of the high correlations 

between adjacent mandatory Iwels. 

For difficult situations such as the tropopause, the boundary layer, and where local 

conditions strongly affect the data, it is very beneficial to use significant level 



temperature data. 

The CQC of geopotential thickness and temperature data by a combination of 

hydrostatic, horizontal, temporal, and vertical checks allows the CQC to detect errors 

in both dense and sparse sets of radiosonde stations. The use of horizontal and 

temporal interpolation of geopotential thickness is highly sensitivity when used in 

combination with other checking components. 

The CQC scheme for wind data uses horizontal, vertical, or temporal quality 

checks. For the wind, there does not exist a powerful and accurate relation like the 

hydrostatic equation. Hence, the ability to detect emrs in wind data is relatively 

low:& For a sparse set of upper-air stations, the quality control checks are a vertical 

and climatic check. For a dense set of synoptic sorted data, error detection can be 

improved using geostrophic and thermal wind checks. The geostrophic and thermal 

wind checks give a small improvement in the quality control of winds. More 

important, these relationships give another check on the consistency of geopotential 

height, temperature, and the wind data. Wind data are also checked using significant 

level data. 

The methods for controlling humidity data are limited. A combination of 

horizontal, vertical, or temporal checks can be used. The skill of these methods is 

limited, because of the high variability of humidity in atmosphere and the many large 

observational errors in humidity at low temperatures. Some small improvement is 

achieved by adding a pure statistical component, which is based on the correlations 

between humidity and temperature. 

It is important to use the data from significant levels to quality control humidity. 

First, there are few other choices; second, humidity is highly variable in the vertical 

direction. 

in  summary, ine CQC procedure checks the data at mandatory levels, then 

performs a vertical quality check of temperature, humidity, and wind at significant 

levels using the checked data from mandatory levels. 

Examples of the response of the CQC components to different simple gross errors 

in the data at mandatory levels are shown in Table 1. This table maybe expanded to 



include the complete relationship between the actad residuals of the CQC components 

to the location and value of an enor. This will then form a good base for building a 

decision making algorithm @MA). The DMA solves the inverse task of predicting 

the correct value given the location and size of an error using the actual residuals 

from the CQC components. 

II. The components of the complex quality control of upper-air data 

. I .  Hydrostatic quality control check 

Integration of the hydrostatic equation 

"where H is the geopotential height, P the is pressure, R is the gas constant for dry 
*, A r ,  g is the accelerdbn due to gravity, Tv is the virtual temperature for the layer 

between two mandatory levels with pressure Pi and Pi+, , and assuming that virtual 

temperature and the acceleration due to gravity are constants in this layer, yields the 

hypsometric equation 

where T$' represents the averaged virtual temperature for the Pi-Pi+, layer. 

The hypsometric relation is used at the radiosonde station to calculate geopotential 

height, Hi, at mandatory levels when the sounding is produced. The averaged virtual 

temperature for each layer is calculated using the temperature and humidity data from 

mandatory and significant levels for this layer. 

Replacing T,:+' in (3) by 



where Ti and Ti+, are the temperatures at the lower and upper mandatory levels, then 

the hydrostatic residual form is defined as 

where 

The residual in (5) represents the error made in using temperature insbd of virtual 

temperature together with the reported geopo\ential heights Y and Hi+,. 

Research shows that mean values of the $ + I  are small compared to most gross 

errors for the layers between mandatory levels. The rms values defined by 

are small and depend weakly on season and latitude. 

Table 2 contains mean and rms values of the hydrostatic residual (5). They have 

been calculated for different latitude zones and different layen between 1000 and 10 

hPa using data from 0 UTC, 15 January 1989. The residuals in Table 2 are 

expressed in geopotential meters. Table 3 shows the normalized mean and rms values 

attributed to temperature (that is a=Gi+'/@+' and f l  = &+'/E$+'). Table 3 shows the 

difference between averaged virtual temperatures and temperatures calculated by (4), 

because (5) ignores humidity and temperature at significant levels. 

Fig. 1 shows the distribution of the normalized hydrostatic residuals ($+'/4+') for 

the 850-700, 500-400, and 100-50 hPa layers for a global set of upper-air data 

calculated by the hydrostatic check. The data in Fig. 1 shows that correct values of 

Ti, Ti+,, Hi and Hi+, will satisfy 

almost 100% of the time. This means that, if inequality (8) is not satisfied, at least 



one of values Ti, Ti+,, Hi or Hi+, is erroneous. 

If Hi contains error X, then for two adjacent layen the following approximations 

can be found from (5)  

Hence, the error x can be approximated for interior levels by 

and as 

and 
x-. 

x = -8;. 
-Y 

for the top and bottom levels. 

For error r in Ti, it follows from (5)  for two adjacent layers that 

8 1 / ~ 1  - 8 + 1 / ~ + 1  - . 

and 

Hence, we can approximate the error r in Ti for interior levels as 

at the top level, and 



for the bottom level. 

Fig. 2 shows the rms values of differences between real errors and calculated errors 

using equations (10) through (12) and equations (14) through (16). Fig. 2 shows that 

the most accurate estimates of the errors occur at intermediate levels with larger error 

estimates at the surface and the higher atmospheric levels. ~ i g .  2 shows therc are 

systematic errors in the residual mean values in temperature in-the lower levels. This 

is due to the use of temixrature instead of virtual temperature in the hydrostatic 8 

equation. A simple way to improve the results of the hydrostatic check of 

geopotential height and temperature data is to use the humidity data. 

2. Horizontal a d  vertical interpolation -. 

Upper-air thermodynamic variables are continuous in t imekd space. Continuity 

ensures that the difference between two observations taken at nearby points is small. 

Quality control procedures can be developed based on these facts. Quality control 

checks based on continuity consists of comparing observations at mandatory levels for 

a given station at a given time, with interpolated values from neighboring stations 

(horizontal check); interpolation from adjacent levels at the same time at the same 

station (vertical check); or interpolation at a level using consecutive observations in 

time from the same station (temporal check). 

As discussed earlier, optimal interpolation is the best method to use in the quality 

control of upper-air data when the first and second moments are accurately known. 

An advantage of the optimal interpolation method is the ability to calculate not only 

differences between observed and interpolated values (residuals), but also allowable 

value ranges. 

2.1 Optimal interpolation assuming no observational errors 



Let f: be the departure from the monthly mean, 2, where f ,  represents the 

observations in four-dimensional time and space i (i = 0, 1, . . . , n), and ui is the 

standard deviation of the observations. 

We will interpolate or extrapolate fi (i = 1,. . . ,n) to a point 0 

using 

4 The coefficients q (i= I,. . .n) are defined so that the square of the rms of the 

difference, 

is a minimum at each point, that is, 

is to be minimized. 

Necessary conditions for a minimum are 

Using (17) through (19), F is found to have the following form 



where 

is the correlation of the observations, f, at the i and j points. 

Equation (20) together with (21) yields a system of linear equations 

which are solved for a;. Now (17) can be used to produce a solution (interpolated 

value) which is a minimum, in an rms sense, of the difference between the observed 

f' and interpolated f ' values. 

With optimal interpolation the rms values of the difference between observed and 

interpolated values can be calculated. Equations (21) and (23) yield 

If it is assumed that the distribution is normal, the allowable difference or residual, 

A,,, can be estimated using interpolated and observed values as 

where N, is a constant, assumed to be equal to 4.0, this value can be modified after 

the data are analyzed. 

The method of optimal interpolation is similar to the method of linear multiple 

regression. The main difference between them is that in multiple regression all of the 

neceqsary statistical characteristics are calculated using the data, whereas in the 

optimal interpolation method statistical properties of each parameter must be known 

beforehand. 



2.2 Horizontal optimal interpolation of upper-air variables 

One of the principal difficulties in using horizontal optimal interpolation is finding a 

set of stations whose data is highly correlated with the data of the station being tested. 

Theoretically, one can take all stations, but the number of radiosonde stations is very 

large (hundreds). Ir. this case, solving the resulting system of linear equations to 

determine the weights, a,, will be difficult. Moreover, the contribution of most of the 

stations t o k e  calculated weights is negligible. Gandin and Kagan (1976) and 

Liberman.(l980) have shown that using four to eight neighboring stations in horizon- 

tal optimal interpolation of upper-air variables yields the most accurate results. An 

even distribution around the interpolation point is ideal. 

In this quality control scheme, eight stations will be used in the interpolation. For 

interpolating stations, only those which are located within 2000 krn of the given 

station are .. considered. To find an even and symmetrical station distribution, a circle 

of influence (2000 km radius) with eight 45 degrees sectors is constructed. From 

each sect&, no more than two stations are picked. Any of these 16, or less, stations 

can be used in the optimal interpolation. 

The eight "influencing" stations are chosen by the following procedure: 

a) In each of the eight sectors, the station whose &ta has the greatest correlation with 

data from the given station is picked; 

b) if any sectors are empty, then a station is chosen from a sector which contains 

more than one station; 

c) if the number of selected stations in the eight sectors is less than or equal to eight, 

then all stations are used in the optimal interpolation; 

d) weights, actual residuals, and allowable residuals are calculated at all levels; 

e) if the station being tested has data which is lacking in one or more of the 

influencing stations, then a new set of eight influencing stations is pick from the 16 

stations identified earlier. However, only those stations which have data at the 

given level are considered. 

The interpolated value is calculated by 



where fi* is the departure from the monthly mean, <, fi represents the observations, 

and ai is the standard deviation of the observed values from the monthly mean. The 

coefficients, a,, are calculated from 

where is the correlation coefficient between the j-th and i-th stations. It should be 
I 

noted that the calculated correlation coefficients include observational errors. 

The residuals used in the horizontal check are defined by 

and the allowable residuals are defined by 
r. 

A f O  = Nf ' t u0 , 

where 

The quality of the results using optimal interpolation for upper-air data depends on 

the quality of the atmospheric statistics used in the interpolation. Errors in the mean 

values, standard deviations, and correlation functions lead to errors in the 

interpolation. 

In the current version of the CQC, a multi-year global set of monthly means and 

standard deviations at mandatory levels from 1000 to 10 hPa on a 5x10 degree 

latitude-longitude grid was used. Two datasets have been used in producing this 

composite dataset: a climatology calculated at the RIHMI-WDCB (Russia) by 

Reitenbach and Sterin (1987), and a climatology calculated at the National Climatic 



Data Center by Eric Gadberry in 1993 from ECMWF forecasts for the 1978- 19% 

period on a 2.5 x 2.5 latitude-longitude grid. Both datasets have strengths and 

weaknesses. The datasets have been combi~ed to yield a more complete dataset. For 

each radiosonde station, the mean and standard deviation were obtained by an 

interpolation from the four nearest gridpoints. 

The correlation function for geopotential he~ght and temperature, used in (26), at 

mandatory levels is calculated from . C 

p (r) = c e -a*r (cos  br + 2 sin br) 
b (31) 

I 

where r is the distance between stations and is in thousands of kilometers. For 

geopotential height the constants are: a = 0.658, b = 1 .O33 and c = 0.986. For 

temperature the constants are, a = 0.807, b = 1.190 and c = 0.893 (Alduchov and 

Reitenbach, 1990). Currently, the 500 hPa correlation function is used for all levels. 
..I 

This will be corrected in the future. Experiments show that using the correct 

correlation functions at each mandatory level gives more accurate estimates of the 

allowable residuals (29) and (30). The same correlation function used for 

geopotential height is used for geopotential thickness. 

Horizontal optimal interpolation of wind components must take into account the 

vector nature of the wind. Both wind components are used to produce interpolat4 

wind component values. Hence, the correlation functions for each wind component 

and a cross correlation function between U and V components are needed. 

Unfortunately, a dataset with accurate wind component correlation functions does not 

exist. Instead, a set of geostrophic correlation functions are calculated using the 

geopotential height correlation (31). The geostrophic correlation functions are: 

puU ( r ,  a )  = c e-ar ( c o s b r  sin2a - s i n b r  (,- cos2a 
b r 1 )  (32) 

p , ( r , a )  = ~ e - ~ ~ ( c o s b r  cos2a- s i n b r  ( a -  sin2a 
b r ) )  



p , , ( r ,  a )  = ~ e - ~ ~ ( c o s b r  - 1 Sinbr (a+ -)  ) s in .  cos  a  (34 )  
b r 

where CY is the angle between rhe vector connecting the two radiosonde stations and 

the x-axis which is oriented west to east; and a, b, c are constants determined for the 

same geopotential height. 

The correlation function for dewpoint depression is 
,- L 

p ( r )  = 0 . 9  e-0-9er. (35) 

Figs. 3 through 14 evaluate the horizontal interpolation using a global set of upper- 

air stations from 0 UTC January 15, 1989. These figures show the accuracy of the 

interpolation in terms of residuals and allowable residuals. 

How close to zero are the mean values of the actual residuals? Two factors affect 

the mean value of the residuals. 
.-. 

1) The accuracy of the mean monthly values (climatology), and 

2) the presence of systematic errors. 

Figs. 3,5,7,9,ll, and 13 show that the mean values of the residuals are generally 

close to zero which implies that mean monthly values are accurate and there are no 

large systematic errors in the data. 

The rms values of the actual residuals show how accurately the data can be 

predicted using horizontal interpolation (e.g., what are the magnitudes of the random 

errors in the interpolation). For comparison, these figures show the rms value of the 

residual of the observed and climatic values. Figs. 3, 7, 9, 11, and 13 show that 

horizontal optimal interpolated rms values are much smaller than the climatic 

residuals. The difference is 3 to 4 times smaller for geopotential heights (best case), 

and only 1.2 to 1.3 times smaller for humidity data (the least horizontally correlated 

variable). 

The accuracy of the standard deviations and correlation functions is seen by 

comparing the rms values of the actual residuals to values of the allowable residuals 

(see Figs. 3, 5, 7, and 9). A small difference in the rms of the actual residuals and 



the allowable residuals implies that accurate statistics were used in the optimal 

interpolation. The figures show that there is very good agreement for geopotential 

heigh; between actual and allowable residuals, good agreement for temperature and 

the U component of the wind, and fairly poor agreement for the V component of the 

wind and the dewpoint depression. 

The vertical distribution of the rms values of the standard deviations of the climatic 

data, which are used to calculate the allowable residuals are shown in Figs. 1 1  and 

13. The figures show that the differences between the rms values of the actual and 

allowable residuals are very similar in magnitude to the differences between the rms 

of the climatic residuals and the standard deviations of the climatic data. This means 

that the standard deviations for both these elements (V-wind and dewpoint depression) 

are inaccurate, and do not accurately represent the real data. One way to improve the 

results of the horizontal optimal interpolation is to calculate climatic means and 

standard deviations witt. greater accuracy. 

Another parameter which depicts the accuracy of the horizontal interpolation is the 

distribution of actual residuals normalized by the allowable residuals. These 

distributions are shown in Figs. 1 ,  4, 6, 8, 10, and 12. The figures show that 

virtually all the actual residual to allowable residuals are in the range of -4.0 and 4.0. 

So, we can conclude that N, = 4 is correct. 

2.3 Vertical optimal interpolation of upper-air variables 

Vertical optimal interpolation is similar to horizontal optimal interpolation. The 

only difference is the technique for choosing the influencing data points and how the 

correlation coefficients are defined. For each observed datum at any interior 

mandatory level, data are interpolated from the nearest upper and lower mandatory 

levels 



where is the deviation of obselved value f ,  from the climatic monthly mean, 6, at 

the i-tn mandatory level, ui is the climatic standard deviation, and 4 are the 

coefficients of vertical optimal interpolation. 

Fpr interior levels, the coefficients, 4, are found by solving the following system of 

linear equations 

The coefficients are defined at the top and bottom mandabry levels by 

where pt is the correlation coefficient between observed values at the k-th and i-th 

mandatory levels. 

Actual residuaIs of the vertical quality control check are defined as 

and the allowable residuals are 

A f f  = N, * r  * a ,  , 

where 

r = 41. - pt-l - a:+l 

for interior levels and 



at the top and bottom mandatory levels. 

Vertical optimal interpolation can be performed using climatic monthly means, 

standard deviations, and the set of vertical correlation coefficients between mandatory 

levels. , If the coefficients of vertical correlation between mandatory levels are known, 

vertical optimal interpolation can be performed using these statistics. A set of 

correlation matrices are calculated using observed values for different seasons and 

different latitudinal zones. Correlation matrices for all upper-air variables and all 

zones for winter are show/ in Tables 4 through 8. 

Figs. 15 through 24 show the accuracy of vertical optimal interpolation for the 

various upper-air variables. These figures show that as a rule vertical optimal 

interpolation is more accurate than horizontal optimal interpolation. The greater 

accuracy of vertical optimal interpolation arises because observed values at different 

levels of a vertical profile have a greater correlation than the correlation between the 
T? 

data at the same levels between radiosonde stations. Moreover, there is a very 

important role for vertical interpolation to play in determining observational errors. 

In the case of horizontal interpolation, observational errors at different stations are 

independent (or may be weakly correlated for the same model of radiosonde). 

However, observational errors are very highly correlated in vertical interpolation, 

especially for geopotential height and wind. This correlation is due to the calculation 

procedures used at upper-air stations for geopotential heights and winds. 

Vertical interpolation is more accurate than horizontal interpolation for interior 

mandatory levels. The exception is dewpoint depression. Poorer results are obtained 

at the bottom and top mandatory levels. This is because extrapolation is performed at 

these levels. Vertical interpolation of dewpoint depression does not yield accurate 

results; however, it is somewhat better than horizontal interpolation. This result is 

due to the following: first, humidity is not well correlated vertically in comparison 

with the other upper-air variables; second, atmospheric statistics are not very accurate 

for humidity. For variables other than humidity, vertical optimal interpolation 



accurately interpolates from the data and the accuracy of this interpolation is known 

(this can be seen in comparing the rms values of the actual and allowable residuals 

and the distributions of ratios betwcen actual and allowable residuals, shown in Figs. 

16, 18, 20, 22, 24). 

3. Geostrophic relationship 

The geostrophic wind check is based on the assumption that the geostrophic wind 

should be close to the real wind in the free atmosphere. Interpolated wind values are 
y. 

made at each mandatory level for each station by use of the optimal differentiation 

method with data from surrounding stations (Gandin and Kagan, 1976). The zonal 

and meridional components of the geostrophic wind at a station are calculated by 

where Hij is the departure of geopotential height from the monthly mean at i-th level 

and j-th stations, umj is the standard deviation of geopotential height, uwi and uvgi are 

the standard deviations of the zonal and meridional components of geostrophic wind at 

i-th level, and a, and bj are the calculated coefficients for each station. 

Actual residuals of the geostrophic wind are defined by 

where uI and vi are the departures of the real wind from the monthly means. 

a, and bj are calculated as solutions of the system of linear equations 



In (46) kj is the correlation coefficient between observed geopotential height data at i- 

th level of the k-th and j-th stations, & k d  are the correlation coefficients 

between the geopotential height at the k-th station and the zonal and meridional 

components of geostrophic wind at the station being controlled. 

The allowable residuals of the geostrophic check are defined as 

Two very important problems must be addressed in order to use the geostrophic 

interpolation. First, the correlation structure of the geostrophic wind must be defined; 

and second, the method of selecting neighboring stations for each case must be 

determine. In this paper, the correlation structure is derived from the correlation 

structure of geopotential height using the geostrophic equations (49). To describe the 

geopotential height spatial correlation structure, the correlation function 

p (r) = ~ e - ~ ~ ( c o s  br + d s i n  br) 
b 

is used. In (48) a=O.658,b = 1 .O33,c =O.986 (Alduchov and Reitenbach, 1990). 

The geostrophic equations are 



where 

g is the acceleration of gravity (=9.81 d s ) ,  o is the angular velocity of the Earth's 

rotation (=7.29 lo5  see-'), and (p is latitude. The correlation function is assumed to 

be homogeneous, then from (48) and (49) 

s i n b r  
p,& a )  = - c e  b I 

s i n b r  p , ( r , a )  = ce  b 
c o s a  . 

.- 

C T  

The correlation between geopotential height and the zonal and meridional components 

of the wind is given by (Sl),  where a is the angle of the vector defined by the two 

stations and the x-axis (west-east), and r is the distance between the two points. 

Because the coefficient, A, in (49) is not defined when the latitude cp is close to 

zero, the geostrophic equations are used only below -20" and above +20° latitude. 

Standard deviations (Gandin and Kagan, 1976) are calculated from 

mu& a )  = c A 2  ( a 2 + b 2 )  ( c o s b r s i n 2 a -  s i n b r  ( a -  cos2a 2 

b Y O H #  ( 5 2 )  

m , ( r ,  a )  = C A I  ( a 2 + b 2 )  ( c o s b r c o s 2 a -  s i n b r  ( a -  s in2a 2 

b r 1 )  O H ,  

Taking the limit of (52) for r -. 0) yields the following relationship 

where a, is the standard deviation of geopotential height. 



It should be noted that equations (48) through (53) are theoretical estimates made 

with numerous assumptions. These equations are used after making adjustments 

based on experience. 

The standard deviations for the zonal and meridional components of the geostrophic 

wind are modified to 

Better results are obtained using this modified equation than (53). 

To select eight neighboring, influencing stations to provide a geostrophic wind 

calculations, a procedure is used which is similar to the one for horizontal 
b 

interpolation of geopotential height and temperature. Influencing stations must be 

located within 2000 km of the given station. To find an even and symmetrically 

station distribution, a circle of influence (2000 krn radius) is constructed with eight 45 

degrees sectors. In each sector, no more than two stations are picked. The stations 

picked have the greatest correlation of geopotential height with geostrophic wind at 

the given station. Any of these 16, or less, surrounding stations can be used in the 

geostrophic wind calculations. The method of choosing the eight stations, which will 

be use in (44) is: 

a) in each of the eight sectors, the station which has the largest correlation of 

geopotential height to geostrophic wind data is found using (51); 

b) if a sector is empty, then a station is chosen from a sector which contains more 

than one station; 

c) if the number of designated "influencingn stations is less than or equal to eight, 

then all candidate stations are using in the calculations; 

d) with the chosen set of stations, weights 3 and bj are calculated from (46) for use in 

(44). Actual and allowable residuals are calculated at those levels using observations 

from each influencing station; 

e) if the station data being tested has data which is missing at one or more of the 

influencing stations, then for this level a new set of eight influencing stations is 

picked from the 16 stations identified earlier. 



Figs. 25 through 28 show the results of using this technique to calculate the 

geostrophic wind. These figures show that, for the U component below 100 hPa and 

the V component below 300 hPa, there is good agreement between actual and 

allowable residuals. Above these levels the agreement is not very good. This means 

that the calculated statistical structure of the wind does not quite correspondent to the 

real structure of the geostrophic wind. More accurate correlation functions of 

geopotential and the correlation function for geostrophic wind at different heights 

should improve the calculations of geostrophic winds'kd our estimates of accuracy 

for these calculations. But, using the geostrophic approximations of the real wind 

doesn't result in a significant reduction of the residuals in comparison with a 'climatic 

approximation (climatic check). The conclusion is that the geostrophic wind check 

can be helpful in some cases (because any additional information is helpful in decision 

making), but this check cannot be the basis for making decisions about errors in wind 

observations. ... 

v 

4. Thermal relationships 

The thermal wind check is based on the assumption that the geostrophic wind is 

close to the real wind in the free atmosphere and variations of the geostrophic wind 

and the real wind with height are defined by the thermal wind. The thermal wind is 

calculated at each station for layers between mandatory levels by optimal 

differentiation (Gandin and Kagan, 1976) using temperature data from neighboring 

upper-air stations. 

Differentiating the geostrophic wind equations (49) 

hydrostatic equation yields 

with respect to ln(p) and use 



where 

R is the gas constant for dry air (=287 m2/s& OK), o is the angular velocity of 

Earth's rotation, and (p is the latitude. 

Integrating (55) yields the following relationship for the variation of geostrophic 

wind with height 

where Q and v, are the variations of the zonal ifnd meridional components of 

geostrophic wind between mandatory pressure lqels pi and pi+,; is the averaged 

temperature of the layer. 

From (57), the variations of zonal and meridional wind with heights are calculated 

where il, and $, are linear combinations defined by 

n 
vci 

1-1 

and Tij is the departure of the temperature from the monthly mean at the i-th level 

and j-th station, uTij is the standard deviation of geopotential, ud and o, are the 

standard deviations of the zonal and meridional components of the geostrophic wind at 

the i-th level, 3 and b, are the calculated coefficients from the neighboring stations, 



and 

where ~ r i j  - correlation coefficient between temperatures at i-th and j-th levels. Actual 

geostrophic residuals are defined by the differences 

where ui and vi are the departures of real wind components from monthly means. 

Coefficients a, and bj in (59) are calculated as a solution of the system of linear 

equations 

where is the correlation coefficient between observed values of temperature at i-th 

level of k-th and j-th stations, H, and tc, are the correlation coefficients between 

temperatures at k-th station and the zonal and meridional components of the thermal 

wind. 

Allowable thermal wind residuals are defined as 

The correlation structure of the thermal wind is defined from the correlation 

structure of temperature using derived geostrophic relationships. 



To describe the spacial temperature correlation structure function, the correlation 

function 

p ( r )  = ~ e - ~ ~ ( c o s  br + ?s in  br) 
b 

( 6 4 )  

is used where a=0.658, b = 1 .O33, c =O.986 (Alduchov and Reitenbach, 199 1). 

If the correlation function is assumed to be homogeneous, then (57) and (64) yield 

the following correlation functions 

for the correlation between temperature and the zonal and meridional components of 

the wind. In (65), cr is the angle between the line connecting the two stations (points) .-. 
and the x-axis and r is the distance between the two stations. 

<- 

The coefficient B, (56), doesn't make sense when latitude t$ is close to zero, hence 

the geostrophic check is used only below -20" and above +20° latitude. 

The standard deviations of the thermal wind components (using the covariance 

functions from the temperature covariance and the thermal wind relationship (similar 

to the procedure for geostrophic wind) and taking the limit r -, 0) are: 

where aTi - standard deviations for gmpotential. 

The procedure by which stations are selected for use in the interpolation is very 

similar to the ones for horizontal and geostrophic interpolation. Influencing sbtions 

must be within 2000 km of the station whose data are beiqg checked. To pick an 

even and symmetrically distribution of stations, a circle of influence (2000 km radius) 

with eight 45 degrees sectors is constructed. In each sector, two stations are selected 

which have the largest correlation between thermal wind values at test station and 



temperature values with the interpolating station. Any of the 16 (or less) surrounding 

stations can be used as influencing stations in calculations of the thermal wind. 

The method of choosing stations for use in (62) is the same as used in the 

geostrophic check. 

Figs. 29 and 30 show the magnitude of the errors that can be detected using the 

thermal wind relationships. It can be seen that for U and V wind components below 

the 150 hPa level there is good agreement between the actual and allowable residuals, 

but above these levels, the agreement is not very good. This result is almost identical 

to the results using checks based on the geostrophic wind. It confirms that the 

statistical structure of the wind contains errors. The statistical structure being used 

does not quite correspond to the real structure of the geostrophic wind and thermal 

wind, at least at high levels. In our opinion, using different correlation functions for 

the geopotential and temperature (and hence, different correlation functions for 

geostrophic and thermal wind) for different heights should improve the accuracy of 

geostrophic and thermal wind calculations and our estimates of the accuracy of these 

calculations. In the calculation of the thermal wind, vertical correlations of 

temperature are used and these correlations need to be determined more accurately. 

Figs. 29 and 30 show that the thermal wind approximation to the real wind yields, on 

average, standard deviations of differences between interpolated and real variations of 

wind between adjacent mandatory levels, of approximately 5 m/s. In the middle 

troposphere, it reduces by 50% the standard deviations in comparison with the 

climatic check. At other levels, the improvement is not as significant compared to the 

climatic check. Figs. 31 and 32 show the distribution of the normalized actual 

residuals for the thermal wind approximation. 

The thermal check is useful in the troposphere, but this check cannot be the 

primary one used in decision making about errors in wind observations. 

5. Linear interpolation from significant levels to mandatory levels 

To interpolate data from significant levels to mandatory levels we use linear 



interpolation. Linear interpolation can be used because of the definition of significant 

levels and criteria for choosing significant levels in a sounding. As a rule, significant 

levels are identified as those levels which enable one to reproduce a sounding of a 

upper-air variable by linear interpolation with an accuracy up to 1.0-2.0 OC for 

temperature, 10-15 % - for relative humidity and 10-15 degrees for wind direction, 

and about 5 m/s for wind speed (see Federal Meteorological Handbook No.3 (1981) 

and Instructions to hydrometeorological stations and posts (1976)). These limits for 

the various upper-air variables enable us to use significant levels to check data at 

mandatory levels. 
4 

The predicted value at a mandatory level, pressure p,, is calculated from 

significant level data, pressure p,, and p,,, from 

-.- 

<- 
where the coefficients a, and a, are proportional to the distance between significant 

levels p,, and p, and mandatory level pi, respectively. These coefficients are 

calculated by 

where R is the specific gas constant for dry air, g is the gravitational constant, and T, 

is the averaged temperature (in OK) for the layer between Pi and Pi+,. 

Significant levels p,, and p, are selected below and above a mandatory level pi such 

that the distance between the two significant levels (a,+a,) is less than 6 km. 

Figs. 33, 34, 35, and 36 show the results of interpolating significant levels to 

mandatory for temperature, the U and V wind components, and dewpoint depression 

at mandatory levels. Figs. 37, 38, 39, and 40 show the distribution of departure of 

the observed values from the interpolated values. The accuracy of the interpolation 

from significant to mandatory levels has a weak dependency on height and is the W 



method for checking mandatory level data. The weak dependency of the residuals on 

height enable us to use constant allowable residuals fcr every upper-air variable. In 

the current version of CQC, the following allowable residuals are used: 3 "C for 

temperature, 5 m/s for the U and V wind components, and 5 "C for dewpoint 

depression. These values were used for the allowable residuals to preparing figs. 37, 

38, 39, and 40. 

It would be very nice to have the quality control check of mandatory levels based 
1 <  . 

on the interpolation of data from significant levels. But, unfortunately only about 30 

to 60% of the temperature, wind, and humidity data at mandatory levels have adjacent 
J 

significant level data. Data at significant levels do not usually contain geopotential 

height datum, and data at significant levels contain errors just like the mandatory level 

data. Therefore it is impossible to make this method of quality control check the 

primary method in the CQC procedures. But, it is too powerful a method not to be 

used in the CQC of upper-air data. .-. 

<7 

6. Linear interpolation from mandatory levels to significant levels 

Data at significant levels may contin emrs  and must be checked. This is 

accomplished using the already checked data from mandatory levels. 

Experience with data at mandatory levels shows that it is possible to detect errors 

with magnitude from 5 to 10 "C in temperature, 30 to 60 gpm in geopotential height, 

10 to 15 "C in dewpoint depression, and 10 to 20 rnls in the zonal and meridional 

wind components. This is accomplished using accurate interpolation methods and 

information redundancy in the sounding data to quality control the data at points on a 

grid formed by observations on isobaric surfaces. The scale of the grid is 300 to 500 

km in the horizontal (a typical distance between neighboring upper-air stations) and 

1.5 to 3.0 km in the vertical (a typical interval between mandatory levels surfaces). 

With the data at mandatory levels being checked with this accuracy, it is impossible to 

determine the vertical profile of the corresponding upper-air variable with a higher 

accuracy than these error ranges. The accuracy of the whole vertical profile is 



determined by the lowest accuracy of all of the upper-air variables used to construct 

the profile. Thus, optimum accuracy in the quality control check of single data points 

is accomplished by controlling the accuracy of data at mandatory levels. 

To reach the above mentioned accuracy in checking upper-air variables at 

mandatory levels, rather complicated interpolation and decision-making methods must 

be used. To check the same variables at significant levels with about the same 

accuracy using data already checked at mandatory levels, it is sufficient to use 

interpolation (70) and simple decision:making algorithms. This is due to the fact that 

the interpolation distance using mandatory levels to significant levels is less than half 

the interpolation distance between mandatory levels. I 

The quality control method for data at significant levels is as follows: the value fo is 

compared with the result of a linear interpolation of values from the two closest 

mandatory levels given by: 

where fi  and f i+ ,  are CQCed values fFom the i-th and i+ l-th mandatory levels, q and 

q,, are linear interpolation coefficients defined by 

and po is the pressure at the significant level, pi and pi+, are the pressures at the 

mandatory levels. 

The actual residual of this control method at the significant level is defined by 

It could be assumed that if the absolute value of actual residual (71) is large (i.e. 

difference between the observed and interpolated value), then the observed is 

erroneous and must be rejected. On the other hand, if absolute value of (71) is small 

the observed value is correct. 

The problem is developing a criterion to determine whether the actual residual is 



large or small. 

To define this criterion consider the actual residual(71) and represent it as follows 

(al*f: + a,,,. f;+, - - fl) + 

(a, + a,,, +,,, - i) 

where f is the mean monthly value of f a t  the corresponding level and f' is the 

deviation of the observed value from the monthly mean. Thus (72) becomes 

The second part of (72) is close to zero and it can be ignored in further 

computations. It is assumed that within the layer between adjacent mandatory levels 

mean values of upper-air variables vary in a linear manner. 

Let's consider now the mean square of the actual residual 

and use 

where a, and 4 are the standard deviations, and p,,, is the correlation coefficient of 

parameter f at points a and b. 

Hence (74) can be written as 

Assuming that the standard deviations at adjacent mandatory levels and at any 

significant level between them are approximately equal means 



Also assuming that 

Equation (78) means that the correlation coefficient between observed values at 

significant levels and adjacent mandatory levels changes according to a linear law 

within the limits from 1 to p,,,, where p,,, is the correlation coefficient between the 

i-th and i+ 1-th mandatory levels. 

Tk en (76) becomes 

Thus, in each case it becomes possible to estimate the allowable residuals by 

When the value of A exceeds 1 6f0 1 this indicates there is likely an error in the 

observed value fo. 

In summary, it should be noted the following four assumptions have been made in 

checking the data. First, it is assumed that the mean values of upper-air variables at 

significant levels can be estimated from the mean values of the same variable at 

adjacent mandatory levels using linear relationships 

In (81) ai and a,,, coefficients are defined in (70). It is clear that the closer the 

mandatory levels to the significant level, the better the assumption. Second, it is 

assumed that standard deviations at the significant level and adjacent mandatory levels 

(77) are equal. This assumption is quite reasonable especially when a, is the averaged 

value 



or even 

Third, it is assumed that correlation coefficients between the observed value at the 

given significant level and those at the adjacent mandatory levels are defined by (78). 

For small values of the correlation function variable, the correlation function is 

proportional to the argument squared. 

where p represents distance. When p is not small, the correlation coefficient is 

proportional to p (a well known "first degree law") 

the use of equation (78) for mandatory levels close to the significant level will lead to 

relatively small errors in estimating the correlation coefficient. If the surfaces are 

close so that p is very small, the use of equation (78) will lead to an underestimation 

of the correlation coefficients. This is useful, as it allows us to make use of a 

characteristic of significant levels and the underestimated correlation coefficients to 

extend the limits (gate) for the value being checked at this point. The use of a wide 

gate for this data point maybe more correct than a narrower gate. 

Finally, it is assumed that the actual residuals are normally distributed with a mean 

value of zero. This assumption is generally justified though the distribution density of 

the actual residuals of different variables parameters being controlled can differ from 

the normal distribution. However, these differences can be considered with the help 

of coefficient variation N, in (80). 

Thus, the successful use of this method is dependent on the accuracy of 

assumptions. However, with regard to upper-air data, experience shows that this 

control method yields rather good results. Figs. 41 through 48 show the distribution 



of the actual and admissible differences of the present control method. These figures 

show that the theoretical estimation (allowable residuals) of the differences between 

the interpolated value (from mandatory levels to a significant level) and the 

observation at this level is, on the average, in good agreement with the actual 

residuals. 

III. Decision making algorithms 
- .  

A decision making algorithm @MA) decides whether an observed value is correct 

or erroneous. The DMA is constructed based on an analysis of each CQC component 

response to possible errors in each observed variable. 

1. DMA for geopotential height and temperature at mandatory levels 

The following types of errors are possible in geopotential and temperature observed 
<? 

values at the mandatory levels: 

i. garbled geopotential height at a lower, intermediate, and upper level; 

ii. garbled temperature at a lower, intermediate, and upper level; 

iii. miscalculation of the thickness between adjacent mandatory levels resulting in 

erroneous geopotential height above this layer by a constant value; 

iv. radiosonde malfunction starting in a lower or intermediate level 

producing erroneous temperatures and corresponding erroneous 

geopotential heights which do not violate the hydrostatic equation; 

v. an error in the station identifier (usually WMO number) or station 

coordinates (i.e. the sounding is assigned to wrong point of the globe); 



vi. wrong coding and/or complete garbling of the sounding, as well as 

combinations of the above-mentioned errors. 

For each type of error, the actual residuals which will be produced by a specified 

error can be estimated. Table 9 shows these estimates. This table is indispensable for 

creating a decision making algorithm for geopotential and temperature at mandatory 

levels, since it enables us to solve tne inverse task: determine the error given the 

values of the residuals. However, it is important to recognize that for correct data the 

actual residuals are not zero. Noise must be included in the actual residual to 

correctly construct a DMA. Part I1 of this work shows the 'noise' for each 

component of the CQC. 

This makes creating a DMA much more difficult, because it is necessary to 

distinguish between "noise" and a response to real errors in the data. 

To detect and correct errors of type 1, 2, or 3, which often occur in upper-air data, 

a hydrostatic check is essential. The hydrostatic relationship is the most accurate 

relations between geopotential height and temperature. Other components of the 

complex quality control are of secondary importance, used only in those cases, when 

the hydrostatic check does not lead to a definitive decision. The hydrostatic check 

does not react to the errors of type 4 and 5. Therefore, the horizontal and vertical 

checks are the primary checks for these errors. All of the QC checks react to errors 

of type 6. 

The DMA for geopotential and temperature at mandatory levels consists of three 

logical sections: 

a decision making section for suspect values; 

error identification and correction section; 

section for processing remaining suspect values. 



In the first section of the DMA, the following check is camed out if at least one of 

the actual residual exceeds the conesponding allowable residual: 

where 

6,'+l and bi+l - actual (calculated for the specific data point) and allowable residuals 

of the hydrostatic check, 

ah? and A? - residuals of the horizontal check of thickness, 

6H: and AHiH - residuals of the horizontal check of geopotential heights, 

6T? and ATiH - residuals for the horizontal check of temperatures, 

6H: and AH: - residuals for the vertical check of geopotential heights, 

6T: and AT: - residuals for the vertical check of temperatures, 

6T: and AT: - residuals for the temperature check using significant level data. 

If at least one of these inequalities (86) is true, it is assumed that a! error is 

possible in the sounding and the DMA enters the second section, otherwise the 

sounding is assumed to be correct and exits out of the DMA. 

In the second section of the DMA, the logical analysis of the residuals is camed 

out for all CQC components from the lowest to the highest level in each sounding. 

If an error in Ti or Hi or thickness (errors of the type 1, 2, or 3) is detected, then 

Ti or Hi and the corresponding actual residuals for all CQC components are 

recomputed taking into account the correctio~is made. The sounding is then sent to 

the first section of the DMA. 

Some Hi and Ti values are corrected only after an analysis of the magnitudes and 

signs of the proposed corrections. Most errors are usually conquence of a garbling 



of one digit or the sign in the value. In this case, each correction is modified by 

some admissible value (change in value is limited to one digit or the sign). If such a 

modification is impossible, it is assumed that more than me symbol is distorted in the 

calculated value, the proposed conection is made, rounded off to the nearest meter 

for geopotential height and degree for temperature. 

If errors of type 4, 5, or 6 are detected, all of the sounding is considered to be 

erroneous. No corrections are made and the sounding exits the DMA. 
..'-- . 
The error identification procedures uses a set of logical variables S, TV, HV, hH, 

TH", HH and TS which are defined as 

When the condition is true the value is set to one and zero when false. In (87), the 

single letter S represents the hydrostatic check. In the first position the character H 

represents geopotential height, h thickness, and T temperature. In the second 

position, the character H represents horizontal, V represents vertical, and S represents 

significant level. 

If conditions in (87) are true for k = 1, the error classification is termed "weak" 

and strong for k = 2. 

With this notation, a decision concerning the existence of an error is made 

according to the following rules and in the following order: 

a. Incorrect coding or complete garbling of the sounding. 

It is assumed that there is a coding error in the sounding or garbling so that 

recovery is not possible when 



is true. In (88), h is the logical "and" symbol. Equation (88) is satisfied when 

66.6% of the actual residuals from the hydrostatic check, horizontal check of 

temperature, and horizontal check of geopotential height exceed the allowable 

residuals. When this is true the sounding is considered erroneous and analysis of the 

sounding is halted. 

.-- 
b. Error in the station index or station coordinates. 

Identification of errors in station coordinates is based on the fact that reported 

values differ markedly from climatological values throughout the atmosphere. 

The actual residuals from the horizontal and vertical check are defined by (see 

section 2.1) 

where f represents the departure from the monthly mean and P is the interpolated 

value of the departure of the monthly mean at the station. 

Departures f ,  from a sounding erroneously assigned to the wrong location have 

large magnitude and are not balanced by the horizontal interpolated values pgenerated 

from influencing stations assigned to the correct locations. The interpolated value is 

defined as fi  = ql*f ,, + a,+,*f ,+,  for vertical check at intermediate levels. The 

sum of both a-cmfficients is close to 1 .O. If the values at the i-1-th and i+  1-th levels 



have magnitude D, the interpolated value at the i-th level will have the same value D. 

Then the observed and interpolated values have magnitude D and the difference 

between them is zero. A difference of zero means that the actual residuals from a 

vertical check at intermediate levels will be close to zero. 

To obtain the interpolated departure values for the vertical check at the bottom and 

tq levels the relation, f = a*f',, is used. In this case the coefficient 'a' is about 

0.7. Hence, the interpolated value has magnitude of about 0.7*D. Hence, difference 

between observed departure D and interpdated value 0.7*D is about 0.3*D. 

It should be noted, that climatological norm in the atmosphere for different regions 
- .  

is usually distinctly different in the lower atmosphere. If this is the c case, large values 

of the actual residuals are expected here. 

The hydrostatic check should not react to an emr  in station location, as the 

hydrostatic equation is equally true for all regions. 

According to these reasons, a decision on an error in station coordinates is made if 
.-. 

the following relationship is true 

where A is the logical "and". The number of such errors in a sounding should be 

extremely small. 

c. Error r in T, value or error x in H, value. 



Error analysis at the first mandatory level is carried out if at least one of the 

following conditions is true 

see (87) for definitions. V is the logical "or" symbol. 
L 

The most common and simple error is an enor in H, or T, detected by the 

residuals from the hydrostatic check and the horizontal thickness c&k or the 

horizontal geopotential height or the temperature check or v d d  geopotential height 

or temperature check: 

If one of the conditions (92) to (96) is true, the error in H, or Ti is determined by 

the hydrostatic residual check 



respectively. 

It is possible that T, and H, and/or H2 are garbled. The residual of the hydrostatic 
>'- . 

.eck, a:, is due to two or three errors and cannot be used in determining the error in 

T,. Only the vertical and horizontal temperature check is used to locate and 
. 

determine the size of an error in T, : 

where 

is the error in T,. 

When T, and H, and/or T2 are erroneous the residuals from the vertical and 

horizontal checks of geopotential are used: 

and 



is used to correct the geopotential height. 

When T, is erroneous, the following checks are used: 

and correction is calculated by 
I 

or the following check 

with the correction calculated by 

d. Error ri in Ti or error xi in Hi or error x in subsequent geopotential heights 

starting at H, for interior levels (i =2,. . . ,n-1). 

Error detection analysis of the CQC component residuals is performed for i-th 

level, if the following condition is fulfilled 

The procedure starts with a check of the various conditions associated with most 

common and simplest isolated errors in Hi and Ti. 



H, is considered to be erroneous if the following condition is true 

where 

> -  ' 

is the magnitude of the error in Hi. 

where 

is the magnitude of the error in Ti. 

Then nearly identical conditions are checked using vertical instead of horizontal 

residuals. 

Hi is considered to be erroneous if the following condition is true 

where 

is the magnitude of the error in Hi. 

Ti is considered to be erroneous if the following condition is true 



where 

., C , 

is the magnitude of the error in Ti. 

All values 3 (j = i,. . . ,n) are assumed to have an error of magnitude x (calculated 
t 

error of thickness) if the following condition is true 

where 1 &the logical "not" operator and x is defined by 

v 
i X = 6i-1 . 

To detect errors in temperature and geopotential height the following checks are 

also made. 

Hi is considered to be erroneous if the following condition is true 

and magnitude of the error xi is defined as 

Ti is considered to be erroneous, if the following condition is true 

and 



is the magnitude of the error. 

Ti value is considered to be erroneous, if the following condition is true 

and 

is the magnitude of the error. 

Ti value is considered to be erroneous, if the following condition is true 

where 

is the magnitude of the error. 

e. Error 7, in T, or error X ,  in H,, for interior levels (i =2,. . . ,n- 1). 

Analysis of the CQC ~esiduals to detect errors at the n-th (top) level is performed, 

if the following condition is true 

S(2,n-1) V h(2,n-1) V TH(2,n) V d TV(2,n) HH(2,n) V H V ( 2 , n )  (126)  

The procedure followed is to check for common and simple isolated errors in H, 

and T, using horizontal checks. 

& value is considered to be erroneous, if the following condition is true 



where 

is the magnitude of the error in H,,. 

T, is considered to be erroneous, if the following condition is true 

where 

- 
is the magnitude of the error in T,. 

Next, almost the same checks are made using vertid checks instead of horizontal 

checks. 

H,, value is considered to be erroneous, if the following condition is true 

where 

is the magnitude of the error in H,,. 

T, value is considered to be erroneous, if the following condition is true 

where 



is the magnitude of the error in T,. 

The following conditions are checked next. 

H,, is considered to be erroneous, if the following condition is true 

and error x, is defined as 
. .  . 

Xn = (bh,R" + 6H,V)/2 ; (136) 

T, value is considered to be erroneous, if the condition is true 

where 

is the magnitude of the error. 

T, value is considered to be erroneous, if the condition is true 

where 

is the magnitude of the error. 

T, value is considered to be erroneous, if the condition is true 



where 

is the magnitude of the error. 

f. Error in all geopotential heights starting at lowest mandatory level. 

5 1  . 
Errors in the calculation of the surface pressure results in a constant error x in the 

geopotential heights at mandatory levels Hi (i = 1 ,. . . ,n). To identify this error, the 

following conditions are checked: 

When (143) is true the hydrostatic check (strong conditions) does not indicate an ..- 

error; and 

when (144) is true the horizontal check of temperature (strong checks) does not 

indicate an error either, and if 

(145) is true then the horizontal check of geopotential heights (weak chedcs) indicates 

an error at the first level and a shift of heights for a majority of mandatory levels. 

If (143), (144), and (145) are true, all values H, (i=l, ..., n) are corrected by 

if and only if 



is satisfied. L 

g. Radiosonde malfunction starting at the lowest or an intermediate level. 

If an error has not been resolved by the above tests, the sounding is checked for a 

radiosbnde malfunction. 

It is assumed that there are garbled temperatures beginning with the i-th level, 

resulting in a miscalculation of mandatory geopotential heights, if the following three 

conditions are true 

(148) true means the hydrostatic check does not indicate an error, and 

true means the horizontal check of temperature indicates an permanent shift of 

temperature values for almost all levels above the i-th level, and 

true means the horizontal check of geopotential heights indicates an permanent shift of 

geopotential heights for almost all levels. 

When (148), (149), and (150) are true, all temperatures, geopotential heights, 



humidity, and winds starting with i-th mandatory level, are considered erroneous. No 

corrections are made to the temperature, geopotential heights, humidity, and winds at 

these levels. 

This concludes the analysis of CQC residuals to identity errors. A feature of the 

second section of the DMA, where errors in a sounding are identified, is that new 

error conditions identified during data analysis can be added to the: conditions being 

checked'in this section. 

Enone of the preceding conditions appear to be true, the sounding enters the third 

section of DMA, where residuals are analyzed for rehabilitation. - - .  
In the third section of the DMA, the following conditions are checked for each Ti 

I 

and Hi (i = 1 ,.. . ,n) for geopotential heights 

and 
L- 

for temperatures. 

If either (151) or (152) is true, then Ti or Hi is declared to be a suspect value (this 

means that there is something wrong with this data, but the CQC residuals don't 

indicatz what is wrong). 

Hydrostatic residuals identify possible geopotential height errors when the following 

is true 



and Ti is considered suspect if 

In the DMA, each Ti and H; value at mandatory levels has a quality control flags 

assigned to it: .1 

0 - value not checked; 

1 - correct value; 

2 - suspect value; 

3 - erroneous value; 

4 - value was erroneous and now is corrected. 

Table 10 contains the results of applying the CQC to a global w of upper-air 

stations. Table 10 show the analysis for temperatures and geopotential heights at 

mandatory levels. - 
2. The DMA for winds at mandatory levels 

In the current version of the CQC, it is assumed that each error in an upper-air 

observation is due to garbling of the speed orland direction values. The residuals of 

the CQC components for wind are calculated in the terms of the zonal, U, and the 

meridional components, V. Errors are located by first analyzing the U and V 

residuals, and then try to determine whether the speed or direction (or both) is the 

source of the error. 

The DMA for wind at mandatory levels consists of three logic sections: 

a decision making section for suspicious values; 

error identification and error estimation section; 



a wction for professing the remaining suspicious values. 

In the first section, the following checks are carried out if a least one of residual 

exceeds the corresponding allowable residual: 

where the actual and allowable residual are: 

6UGi+' and AUGi+' - thermal check of U component, 

bVt,'+' and AV:+' - thermal check of V component, 

6UH and AUH - horizontal check of U component, 

6Vr and A V ~  - horizontal check of V component, 

6U,V and AUV - vertical check of U component, 

6Vy and A V ~  - vertical check of V component, 

6Uy and AUF - geostrophic check of U component, 

6VO and AVO - geostrophic check of V component, 

6US and AU? - U component check using significant levels, 

6V,S and AV? - V component check using significant levels. 

If at least one of these inequalities is true, it is assumed that an error is possible in 

the sounding and the DMA enters the second section, otherwise the sounding is 



assumed to be correct and the program exits the DMA. 

In the second section of the DMA, the logical analysis of residuals and their 

relations is carried out for all CQC components from the lowest to the highest 

isobaric surfaces for each sounding. 

If an error in Ui orland Vi (corresponding to an error in speed, Si, speed orland the 

wind direction, A;, for i = 1 ,. . . ,n) is detected and corrected, then Ui orland Vi and 

their residuals are recomputed for each CQC component and the sounding again 

enters the first section of the DMA. >. . 

Si and Ai values are corrected only after an analysis of the magnitudes and signs of 

the expected corrections, taking into consideration that most erron are usually based , 
upon a mistake or garbling of one digit. Each conection is then rounded off in a 

manner to ensure that erroneous and comted values differ by one digit or the sign. 

If it is not possible to correct the data in this manner, it is assumed that more than 

one digit is garbled and the value is adjusted to the expected value, rounded to the 

nearest meter per second for sped and five degree for direction. 

The error identification procedures uses a set of logical vari&les UH, VH, UV, 

VV, UT, VT, UG, VG, US and VS which are defined as follows 



If any of these condition is true, than the variable will have a value of one. When the 

condition is fdse the variable is set to zero. 

If a test in (156) is satisfied (true) for k = 1, the e m r  is classified as weak and 

strong for k = 2. 

With this notation, a decision concerning the existence of an error is made 

according to the following rules and in the following order: 

If the following condition is satisfied, an error analysis of the CQC residuals at the 
3 *- . i-th level (i = 1,. . . ,n) is performed 

It is assumed that the residuals bU, and bV, give the error when the following 

condition 

is true. 

The next task is to transform the residuals from U and V components to speed S 

and direction A. The conversion procedure is shown in Figs. 49 and 50. The idez is 

that a allowable region ABCD for the U and V wind components is defined by the 

allowable residuals AU, and AV,. The transformed wind, wind speed and direction, 

must lie in a limiting region A'B'C'D'. Using bU, and bV, the errors in wind speed 

and direction at the i-th mandatory level (E, andlor EJ are found. Corrected values 

of S and A can be found in A'B'C'D' using the condition that minimal corrections are 

made (for example, correct only wind speed or direction). 

If the procedure outlined in the previous paragraph is successful it is assumed that 

the wind speed at the i-th level has error ki andlor the wind direction has error E,. 

Otherwise, the following checked is performed 



and error in wind speed and directions is determined by using the following error 

estimates 

Here the conversion procedure of errors U, and V, to errors E, andfor E, is 

repeated (see Figs. 49 and 50) with the difference that the primary allowable region 

I ABCD is used for both limiting regions. The first region is defined by the allowable 

residuals of the horizontal check (AU, and AVd and the second is defined by the 

allowable residuals of the vertical check (AU, and AViv). 

This ends the CQC residual analysis to identity possible errors in the mandatory 

level wind data. The powerful feature of this second section of the DMA, where 

sounding errors are identified, is that new error checks identified during data analysis, 

can be added to the DMA. 

If none of the preceding tests are true, the sounding enters the third section of 

DMA, where residuals are analyzed for restoration. 

In the third section of DMA, the following tests are conducted on each Ui and 'b'i 

( i=l ,  ..., n) value: 

where 

GUiH and AUiH - residuals of the horizontal check of U component, 

6V,H and AViH - residuals of the horizontal check of V component, 

6U: and AU: - residuals of the vertical check of U component, 



6ViV and AV~" - residuals of the vertical check of V component. 

If any of the conditions in (161) are true, then both wind speed and directions at 

the mandatory level are flagged as suspicious. 

After processing the sounding via the CQC procedures for winds, all Si and Ai at 

mandatory levels have quality control flags assigned (it should be noted that CQC 

% does not currently correct. any wind data): 

0 - value not checked; 
Ti . 

1 - correct value; 
. . 2 - suspect value; 

3 - erroneous d u e .  

Table 11 shows the results from the CQC wind speed and direction analysis at 

mandatory levels for a global set of upper-air stations. 

... 3. DMA for humidity at mandatory levels 

(i- 

Research into the nature of potential errors in humidity observations is needed. In 

the current version of CQC, it is assumed that each error in an upper-air observation 

is due to a garbling of the numbers. 

The DMA for humidity data at mandatory levels consists of three sections: 

a decision making section for suspicious values; 

a error identification and error estimztion sectiorr, 

a section to process the remaining suspicious values. 

In the first section, potential errors are identified when at least one of the residuals 

exceeds the corresponding allowable residual: 



where 

6 ~ :  and AD: - act@ and allowable residuals for the horizontal humidity 

check, 
.>< . 

6 D y  and AD; - actual and allowable residuals of the vertical humidity 

check, and 

6D: and AD: - actual and allowable residuals of the significant level 

humidity check. 

If at least om of these inequalities is true, it is assumed that an error is possible in 

the sounding and it enters the second section of the DMA, otherwise the sounding is 

assumed to be amect and processing in the DMA is terminated. 

In the second section of the DMA, a logical analysis of the residuals is performed 
C 

from the lowest to the highest pressure levels in each sounding. 

The error identification procedures use a set of logical variables DH, DV and DS 

which are defined as 

When the condition is true the value is set to one and zero when false. 

If an error is detected, a correction is estimated. The corrected value is given by 

"D-d" in the equations below. Then the logical variables are recomputed using the 

correction and the sounding again enters the first section of the DMA. 

If the conditions in (163) are true for k = 1, the error classification is called weak 

and strong for k = 2. 

With this notation, the existence of an emor is determined according to the 



following rules and in the following order: 

Analysis of CQC component residuals for error detection in the values at i-th level 

(i = 1,. . . ,n) is carried out if the following condition is true 

Then checks are made to determine the type of error 

Ds(l,i) A (ladl 2 7°C) A 
DV(1,i) A (~D;-=X d > 0) 
DH(1, i) A ( 6 ~ 1  x d > 0) 

where 

If (165) is true the corrected dewpoint depression is 
-2 

Did. 

The relative humidity Ri is calculated from the corrected dewpoint depression Did 

and must be in the range 

If all the above conditions are true, then it is assumed that observed value Di is 

erroneous. 

The next error check is 

where 

The corrected value D-d must satisfy (167). 

If there is evidence from the horizontal or vertical checks that a garbling of 



humidity data at neighboring stations or adjacent levels, then significant levels can be 

used to check the data 

where 

Once again the corrected value Dd must satisfy (167). 

This is the end of the analysis of the CQC residuals to identity errors in the 

humidity data at mandatory levels. A feature of this second section'of the DMA, 

where errors are identified, is that new error conditions identified d~ring data analysis 

can be added to the conditions being checked in this section. 

If the tests (165), (168), (170), and (171) are false, the sounding enters the third 

section of the DMA. 

In the third section of DMA, the following conditions are checked for i = 1,. . . ,n: 

where 

6D, and AD, - actual and allowable residuals from the horizontal check 

of humidity, 

6Div and ADiv - actual 3 . d  allowable residuals from the vertical check of 

humidity, 

R,- the relative humidity calculated from the dewpoint depression, Di. 



If any of these conditions in (173) is true, then the dewpoint depression is considered 

to be suspicious. However, a correction cannot be made. The datum is flagged and 

the program exits the DMA. 

After CQC processes each sounding, the dewpoint depression, Di, at mandatory 

levels has a quality control flag assigned (it should be noted that the current version 

of CQC does not correct humidity data): 

0 - value was not checked; 
1 %  . 1 - correct value; 

2 - suspicious value; . 

3 - erroneous value. 

Table 12 shows CQC results from dewpoint depression data at mandatory levels for 

a global set of upper-air stations. The current version of CQC does not check 

humidity data above 300 hPa. Climatic data does not exist for these levels. Some .-- 
data are unchecked below 300 hPa, this is due to the fact that the temperature data at 

<- these levels are erroneous or suspect. In these cases, the humidity value can not be 

checked. 

4. The DMA for all variables at significant levels 

It is assumed that errors in geopotential height, temperature, U and V wind 

component and humidity at significant levels are due to garbling of the data. 

The DMA for the meteorological variables at significant levels consists of three 

sections: 

a decision making section to locate suspicious data; 

an error identification and correztion section; 



a section to process the remaining suspicious data 

In the first section, potential errors are identified when the residual exceeds the 

allowable residual for that parameter: 

l 6~Fl  > AF,", 
l a ~ f l  > AF; , 
laF;l > AF; 0 

where n is the number of significant levels 

i = l O . .  . # n O  

and F represents the temperature, 

geopotential height, humidity, and the U and V components of the wind; 

& F , ~  n d  AF? - the actual and allowable residuals from linear interpolation of F from 

adjacent mandatory levels, 

6FiD and AFY - the actual and allowable residuals from linear extrapolation of F from 

higher significant and/or mandatory levels, 

6F,, and AF? - the actual and allowable residuals from the linear extrapolation of F 

from lower significant and/or mandatory levels. 

If at least one of these inequalities is true, it is assumed that an error is possible in 

the sounding and the DMA enters the second section, othenvise the sounding is 

assumed to be correct and processing in the DMA is terminated. 

In the second section of the DMA, a logical analysis of the residuals is performed 

from the lowest to the highest pressure levels in each sounding. 

If an error in F, is detected, a correction is made (F, - d) and then Fi and the 

residuals are recomputed and the sounding again enters the first section of the DMA. 

The error identification procedures uses a set of logical variables FM, FD and FU 

which are defined as 

If any of these condition is true, then the variable will have a value of one. When 

the condition is false the variable is set to zero. 



If a test in (175) is true for k = 1, the error classified as weak and strong for k = 

2. 

With this notation, a decision concerning the existence of an error is made 

according to the following rules and in the following order. 

The first test made is to determine at the i-th level (i = I,..  . ,n) if the following 

simple condition is true 

If (176) is true then the following two checks are made 
a 

FM(2dl A 
FD(2,i) h (&F: d > 0) 

where 

If (177) or (178) is true the error in the data has magnitude d. 

The next error test is 



and the error is assumed to be 

* 
The last error test is 

and error in this case is .-- 

This is the end of the analysis of the CQC residuals to identity a possible error in 

observations at significant levels. A feature of this second section of the DMA, 

where sounding errors are identified, is that new error conditions, identified during 

data analysis can be added to the conditions being checked in this section. 

If (176) is true and (177), (178), (180). (181), and (183) are false the sounding 

enters the third section of the DMA. 

In the third section of the DMA, the following condition is checked for each 

variable Fi: 

If this condition is true, then F, at the significant level is considered to be suspicious. 

A correction is not made. 

After CQC processes each sounding, Fi (geopotential height, temperature, wind, 



humidity) at each significant level has a quality control flags assigned to it (it should 

be noted that the current version of CQC does not correct data at significant levels): 

0 - value not checked; 

1 - correct value; 

2 - suspect value; 

3 - erroneous value. 

The CQC processes the wind in component form. Flags are assigned in component 
7 -  . 

form. The flags must be converled to a wind speed and direction format. The 

conversion is a very simple procedure. 

First, if a U or V wind component has quality flag 2 assi&ed (suspicious value) 

then both the speed and direction will have this flag value assigned. Second, if a U 

or V wind component has quality flag 3 assigned (erroneous value) then both the 

speed and direction have this flag value assigned. 

Tables 13, 14, and 15 show the results of a CQC analysis for geopotential heights, 

temperature, wind, and dewpoint depression at significant levels for a global set of 
<- 

upper-air stations. 
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Table 1. Response of the CQC components to different types of gross 
errors at mandatory levels. The first character in the type 
of error is: H horizontal, V vertical, G geostrophic, T 
thermal, S using rignificant levels. The mecond character 
represents: H geopotential height; h thicknerm; T temperature; 
W wind, R humidity. "**"  represents the hydrostatic test. In 
the table '+ '  indicates the presence of a response, * * *  the 
presence of a weak response, and '-' the absent of a response. 

- p p p p p  

Type of error * *  HH Hh VH HTVT ST HWWGWTH SW HR VR TR SR 

1.Error in sta- - + + f + -  + f + +  + f - -  
t ion locat ion 

2.Observation er- - + + + - -  - - - - -  - - - -  
rot in tempera- 
ture 

3.CocPputationer- + f + + - - - - - - - -  - - - -  
J 

ror in.geopoten- 
t ial 

4. Distortion of + + + + - - -  - - - - o  - - - -  
single H-value 

5.Distortion of - + + +  - - - - o  - - - -  
single T-value 

6.Distortion of - -  + + + + +  - - - -  
single value 
of wind speed 
or direction 

7.Distortion of - -  - -  + + + +  
single value 
of humidity 



Table 2. Mean and m e  values of the hydrostatic residuals calculated 
from a world-wide dataset for 0 UTC, 01/15/89. N is the number of 
observations, is the latitude, 8 the mean qeopotential residual value, - - 
and E is thev& value of the residuals. 

LAYER 

P h ~ a  

-30° < 9 S 30. 

N 8 B 

30. s 9 < 60. 

N 8 E 

60° S (, 90. 

n 1 E 



Table 3. Mean and rms values of the hydrostatic temperature residuals 
calculated from a global dataset for 0 UTC, 01/15/89. N is the number 
of observations, $ is latitude, 6 is the mean normalized temperature 
residuals, and $ rms value of the normalized temperature residuals. 

LAYER 

P hpa 



Table 4. Vertical correlations of geopotential between mandatory levels. 

latitude < -60 O 

-60° < latitude < -30° 



"able 4 .  Continued 

-30° < l a t i t u d e  < 30° 

30° < l a t i t u d e s  < 60° 



Table 4.  Continued 

l a t i t u d e  > 60° 



Table 5. Vertical correlation of temperature between mandatory levels. 

latitude < -60° 

-60° < latitude < -300 



Table 5. Continued 

1000 850 700 500 400 300 250 200 150 100 50 50 30 20 10 

-30° < latitude < 30° 

30° < latitude < 60° 



T a b l e  5. Continued 

latitude > 60° 



Table 6. Vertical correlatione of U coaponent of the wind between 
mandatory levels. 

1000 850 700 500 400 300 250 200 150 100 70 50 30 20 10 

latitude < -60° 

-6g0 < latitude < -30° 



Table 6. Continued 
- - - -- - - 

1000 850 700 500 400 300 250 200 150 100 70 50 30 20 10 - 
-30° c latitude < 30° 

30° < latitude < 60° 



Table 6. Continued 

1000 850 700 500 400 300 250 200 150 100 70 50 30 20 10 

latitude > 60° 



Table 7. Vertical correlation8 of V component of the wind between 
mandatory levels. ---- 

1000 850 700 500 400 300 250 200 150 100 70 50 30 20 10 
- -- 

latitude < -60° - 
1000 100 90 89 56 48 44 40 35 19 -47 -70 -72 -95 - - 
850 90 100 98 79 67 60 52 49 25 -19 -88 -88 -76 - - 
700 89 98 100 84 72 66 60 55 30 -4 -76 -75 -61 - - 
500 56 79 84 100 94 91 83 69 39 18 -12 -10 16 - - 
400 48 67 72 94 100 96 85 63 45 20 -19 -16 69 - - 
300 44 60 66 91 96 100 95 79 51 29 19 21 78 - - 
250 40 52 60 83 85 95 100 92 71 60 55 57 69 - - 
200 35 49 55 69 63 79 92 100 92 89 89 90 46 - - 
150 19 25 30 39 45 51 71 92 100 99 98 97 48 - - 
100 -47 -19 -4 18 20 29 60 89 99 1CO 99 98 42 - - 
70 -70 -88 -76 -12 -19 19 55 89 98 99 10C 99 90 - - 
50 -72 -88 -75 -10 -16 21 57 90 97 98 99 100 95 85 80 
30 -95 -76 -61 16 69 78 69 46 48 42 90 95 100 90 85 

I 20 - - - - - - - - - - - 85 90 100 90 
10 - - - - - - - - - - - 80 85 90 100 

-60° c latitude < -30° 



Table 7. Continued 

-30° < latitude < 30° 

1000 100 80 73 31 7 -5 -8 -5 -2 2 -7 -13 -25 -35 -66 
850 80 100 86 43 28 17 14 16 17 20 5 -2 -9 -20 -61 
700 73 86 100 74 58 49 44 41 41 42 33 28 20 10 -36 
500 31 49 74 100 93 81 75 69 66 60 53 40 33 24 2 
400 7 28 58 93 100 93 88 82 77 69 63 53 52 43 22 
300 -5 17 49 81 93 100 97 92 87 77 71 62 60 51 27 
250 -8 14 44 75 88 97 100 97 94 83 74 66 62 52 49 

C 

200 -5 16 41 69 82 92 97 100 97 88 77 70 64 53 64 
150 -2 17 41 66 77 87 94 97 100 93 84 77 ?O 60 75 
100 2 20 42 60 69 77 83 88 93 100 95 87 79 68 69 

. 70 -7 5 33 53 63 71 74 77 84 95 100 56 91 85 80 
50 -13 -2 28 40 53 62 66 70 77 87 96 100 97 93 91 
30 -25 -B 20 33 52 60 62 64 70 79 91 97 100 98 95 
20 -35 -20 10 24 43 51 52 53 60 68 85 93 98 100 96 
10 -66 -61 -36 2 22 27 49 64 75 69 80 91 95 96 100 

30° < latitude < 60° 



Table 7 .  Continued 

latitude > 60° 



Table 8. Vertical correlations of dewpoint depression between mandatory 
levels. 

latitude < -60° 

-60° < latitude < -30° j 

- - -  

1000 100 -2 49 40 38 48 
850 -2 100 0 -34 -19 -42- 
700 49 0 100 52 32 31 
500 40 -34 51 100 72 70 
400 38 -19 32 72 100 79 
300 48 -42 31 70 79 100 

-30° < latitude c 30° 

30° < latitude < 60° 
- - 

1000 100 39 32 29 37 29 
850 39 100 45 30 26 16 
700 32 45 100 47 41 42 
500 29 30 47 100 83 69 
400 37 26 41 83 100 85 
300 29 16 42 69 85 100 

latitude > 60° 

1000 100 52 23 32 27 23 
850 52 100 32 22 1 22 
700 23 32 100 38 54 58 
500 32 22 38 100 73 83 
400 27 1 54 73 100 88 
300 23 22 58 83 88 100 



Table 9. CQC component response to different types of gross errors in 
geopotential height and temperature at mandatory levels. The first character 
is: H represents horizontal, V represents vertical, S represents the use of 
significant levels; the second character is: H represent geopotential height, 
h thickness, T temperature, and "**" represents the hydrostatic check. In the 
table ' + *  indicates the presence of response, * & *  the presence of weak 
response, * - '  the absent of a response, Bt, the corresponding hydrostatic check 
coefficients; and & the corresponding coefficients of the vertical check. 

Type of error Level **  HH Hh VH HT VT ST 

Error % in 3 - - - - - 
H, at lowest - - .. C , 

leve 1 2 - -a:% - - - 
- X -X . . 

1 X x - - - 

Error in i+l - -*-ax - - - 
Hi at interme- ' X  'X 
diate level i X X - - - 

.<. 

Error % in n X X - - - 
H, at upper X - X 

level n-1 - - - - - - 

Error r in i+ 1 - - - -**I - 
Ti at interme- -B;* ' r  - 
diate level i - - r T r - B: 'r - 

i -1 - - - -*'r - 

Table 9. Continued 

Type of error Level **  HH Hh VH HT VT ST 

Error r in n - - T r r 
T, at upper - B : k  - 

level n- 1 - - - -*IT - - - 



Miscalculation 3 X - - - - 
starting at - - 
HI 2 X - + - - - - - 

1 X f - - - 

Miscalculation i+l 
x starting at - X 

Hi i X 

1-2 + - 
Radiosonde i+l + 
malfunction - 
stating at i f 
i-th level - 

i- 1 - 

Wrong station 3 f f f f - 
coordinates - f 

2 + f + f - - + 



Table 10. Distribution of CQC quality flags for 
geopotential heights (H) and temperatures (T) at 
mandatory levels for a global set of upper-air data for 

400 
300 
250 
200 
150 
100 
70 
50 
30 
20 
10 

T o t .  

MNOATOQY LEVELS. 

UNCHECKED CORRECT 

H L T, 

SUSPECTED ERRONEOUS CORRCTED CALCULATED 



Table  11. D i s t r i b u t i o n  of  CQC q u a l i t y  f l a g s  f o r  wind speed and 
d i r e c t i o n  a t  mandatory l e v e l s  f o r  a g l o b a l  set of-upper-air  data  
for 1985/01/15/00. 

P 

1000 
850 
700 
500 
400 
300 
250 
200 
150 
100 
70 
59 
30 
20 
10 

Tot .  

INPUT 

DATA 

M D .  LEVELS, WIND, 1985/01/15/00, 748 STAT. 

UNCHECKED CORRECT 
- 

SUSPECTED ERRONEOUS 



Table 12. Distribution of CQC quality flags for dewpoint 
depression at mandate-ry levels for qlobal upper-air 

INPUT 

DATA 

XAND. LEV., HUMID., 1985/01/15/00, 748 STAT. -- 
UNCHECKED 

0 
1 
5 
1 
0 
1 

315 
296 
244 
2 0 1  
136 
1254 

99 
7 7 
21 

CORRECT SUSPECTED CORRECTED 



Table 13. Distribution of CQC quality flags for qeopotential heiqhts 
and temperatures at significant-levels for global upper-air- 
observations 1985/01/15/00. 

Total : 

INPUT 

DATA 

SIGNIF. LEVELS, H & T, 1985/01/15/00, 748 STAT. 

UNCHECKED CORRECT SUSPECTED ERRONEOUS 



Table 14. Distribution of CQC quality flags for wind speed and direction 
at eianif icant levele for global upper-air observations 

Total : 

INPUT 

DATA 

- - 

SIGNIF. LEVELS, WIND, 1985/01/15/01, 748 STAT. 

UNCHECKED CORRECT SUSPECTED 
I I 

ERRONEOUS 



Table 15. Distribution of CQC quality flags for dewpoint depression at 
siqnificant levels for global set of upper-air data for 

Total : 

INPUT 
- - 

DATA 

SIGN. LEVELS, HUnID.,l385/Ol/lS/OO,748 STAT. 

ERRONEOUS UNCHECKED 

6 
21 
24 
26 
9 

15 
206 
248 
200 
168 
167 
109 
111 
67 
81 
26 

1484 

CORRECT 

354 
1129 
1063 
1Q17 
422 
445 - -  -60 
0 
0 
0 
0 
0 
0 
0 
9 
0 

4490 

SUSPECTED 

0 
0 
0 
0 
0 
0 
0 
0 
0 
0 

O ,  
0 
0 
0 
0 
0 -- 
0 



lOO-jn hPa layer 

% 
8 

500400 hPa layer 

........................................................................................................ 
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850-700 hPa layer 

Fig. 1. Distribution of the normalized actual residuals from the 
hydrostatic check from a dataset of 759 stations from 00 UTC, 15 Jan 1989. 
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mean of actual residuals 
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Geopotential (gpm) 

- 3 - 2 - 1 0  1 2  3 4  5 

Temperature ("C) 

Fig. 2. Mean and RMS residuals for geopotential height and temperature 
calculated using the hydrostatic equation are shown for a global dataset from 00 
UTC, 15 Jan 1989. 



0 - - .  Mean of the actual residuals 
0 -  rms of the actual residuals 
A --- rms of the allowable residuals 
0 -- rms of the climatic residuals 

Geopotential height (gpm) 

Fig. 3. Characteris tics of the horizontal optimal interpolation of geopotential 
height from a global set of stations from 00 UTC 15 Jar. 1989. 



1 0 0  hPa level 

500 hPa level 

% 850 hPa level 

Fig. 4. Distribution of the normalized actual residuals for horizontal 
optimal interpolation of geopotential height for a global set of data 
from 00 UTC, 15 Jan 1989. 



10 20 30 40 50 

Geopotential thickness (gpm) 

Fig. 5. Characteristics of horizontal optimal interpolation of geopotential 
thickness for a dataset of 759 station from 00 UTC, 15 Jan 1989. 



% 100-70 Wa layer 

' .  

500-400 hPa layer 

% a) 850-700 hPa layer 

Fig. 6. Distribution of the normalized actual residuals from the horizontal 
optimal interpolation of geopotential thickness from a dataset of 759 
stations from 00 UTC, 15 Jan 1989. 
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Temperature ('C) 

Fig. 7. Characteristics of the horizontal optimal interpolation of 
temperature for a dataset of 759 station from 00 UTC, 15 Jan 1989. 



% 1 0 0  hPa level 

% 500 hPa level 

% 850 hPa level 
50 

Fig. 8. Distribution of the normalized actual residuals from the horizontal 
optimal interpolation of temperature for a dataset of 759 stations from 
00 UTC, 15 Jan 1989. 



Zonal wind (m/s) 

Fig. 9. Characteristics of the horizontal optimal interpolation of 
the zonal wind for a dataset of 759 stations from 00 UTC 15 Jan 1989. 
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Fig. 10. Distribution of the normalized actual residuals from horizontal 
optimal interpolation of the U component of the wind for a dataset 
of 759 stations from 00 UTC 15 Jan 1989. 



Fig. 11. Same as figure 3 except for the meridional (V) component of the wind. 
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Fig. 12. Same as figure 4 except for normalized V component of the wind. 
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Fig. 13. Same as figure 3 except for dew point depression. 
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Fig. 14. Same as figure 4 except for dewpoint depression. 
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Fig. 15. Characteristics of vertical optimal interpolation of geopotential 
height for a data set of 759 stations from 00 UTC, 15 Jan 1989. 
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Fig. 16. Distribution of the normalized actual residuals from vertical 
optimal interpolation of geopotential height for a dataset of 759 station 
from 00 UTC, 15 Jan 1989. 
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Fig. 17. Same as figure 17 except for temperature. 
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Fig. 18. Same as figure 16 except for temperature. 
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Fig. 19. Same as figure 15 except for the zonal wind component U. 
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Fig. 20. Same as figure 16 except for zonal wind component, U. 
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Meridional wind (m/s) 

Fig. 21. Same as figure 15 except for the meridonal component of the wind, V. 
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Fig. 22. Same as figure 16 except for meridional wind component, V 
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Fig. 23. Same as figure 15 except for the of dewpoint depression. 
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Fig. 24. Same as figure 16 except for dewpoint depression. 
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Zonal wind component ( d s )  

Fig. 25. Characteristics of geostrophic approximation to the zonal wind 
component for a dataset of 759 stations from 00 UTC, 15 Jan 1989. 
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Fig. 26. Same as figure 25 except for the meridional wind component. 
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Fig. 27. Distribution of the normalized residuals from the geostrophic 
approximation of the U component of the wind for a global dataset of 759 
stations from 00 UTC, 15 Tan 1989. 
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Fig. 28. Same as figure 27 except for the meridional component. 
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Fig. 29. Characteristics of the thermal wind approximation of the zonal 
wind shift between mandatory levels for a dataset of 759 stations from 
00 UTC, 15 Jan 1989. 
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Fig. 30. Same as figure 29 except for the meridional wind component. 
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Fig. 31. Distribution of the normalized actual residuals for the thermal 
wind approximation of U component wind shift for a dataset of 759 stations 
from 00 UTC, 15 Jan 1989. 
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Fig. 32. Same as figure 3 1 except for the meridional wind component. 
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Fig. 33. Characteristics of linear interpolation of temperature 
from significant levels to mandatory levels for a dataset of 759 stations 
from 00 UTC, 15 Jan 1989. 
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Fig. 34. Same as figure 33 except for the zonal wind component. 
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Fig. 35. Same as figure 33 except for the meridional wind component. 



Mean of the actual residuals 
RMS of the actual residuals 

2 4 6 
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Fig. 36. Same as figure 33 except for dewpoint depression. 
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Fig. 37. Distribution of the normalized actual residuals from the linear 
interpolation of temperature from significant levels to mandatory levels 
for a dataset of 759 stations from 00 UTC, 15 Jan 1989. 
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Fig. 38. Same as figure 37 except for the zonal wind component. 
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Fig. 39. Same as figure 37 except the meridional component of the wind. 
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Fig. 40. Same as figure 37 except for dewpoint depression. 



2 3 4 

Temperature ('C) 

Fig. 41. Characteristics of vertical linear interpolation of temperature 
from mandatory levels to significant levels for a dataset of 759 stations 
from 00 UTC, 15 Jan 1989. 
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Fig. 42. Distribution of the normalized actual residuals from vertical 
linear interpolation of temperature from mandatory levels to significant 
levels for a dataset of 759 stations from 00 UTC, 15 Jan 1989. 
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Fig. 43. Same as figure 41 except for the zonal wind component, U. 
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Fig. 44. Same as figure 42 except for the zonal wind component. 
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Fig. 45. Same as figure 41 except for the meridional component of the 
wind, V.. 
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Wr - reported (erroneous) value 
We - expected value we+-du,Ve+-dv) 
Wc - corrected (true) value 
ABCD - allowable square for U & V 
A'B'C'D' - allowable sector for S & A 

Fig. 49. Error (Ea) in wind direction 
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Fig. 50. Error (Es) in wind speed 


